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Abstract

In this study, we measure the moral reasoning ability of LLMs using the Defining
Issues Test [1]- a psychometric instrument developed for measuring the moral
development stage of a person according to the Kohlberg’s Cognitive Moral De-
velopment Model [2]. DIT uses moral dilemmas followed by a set of ethical
considerations that the respondent has to judge for importance in resolving the
dilemma, and then rank-order them by importance. A moral development stage
score of the respondent is then computed based on the relevance rating and ranking.
Our study shows that early LLMs such as GPT-3 exhibit a moral reasoning ability
no better than that of a random baseline, while ChatGPT, Llama2-Chat, PaLM-
2 and GPT-4 show significantly better performance on this task, comparable to
adult humans. GPT-4, in fact, has the highest post-conventional moral reasoning
score, equivalent to that of typical graduate school students. However, we also
observe that the models do not perform consistently across all dilemmas, pointing
to important gaps in their understanding and reasoning abilities.

1 Introduction

The rapid paced developments and adoption of Large Language Models (LLMs) have led to fierce
debates on the ethical concerns and potential harms that these models pose [3, 4, 5, 6], which
include but are not limited to copyright, data and user privacy violations [7], linguistic inequality
[8], hallucination [9, 10, 11], and toxic content generation [12]. The mainstream and most popular
approaches to mitigate the harms related to the LLM-generated content, such as toxic, offensive [13],
stereotyping, and exclusionary statements [14], and hate speech [15], have mainly involved alignment
of model output to certain pre-determined values through techniques such as RLHF [16, 17], fair
decoding [18], or post-processing/editing of the outputs [15, 19]. While these techniques are effective
in achieving the underlying alignment goals [20], the goals themselves are often difficult, if not
impossible, to define. This is because the ethical or moral values that must be upheld by a model
or an AI system depend on the specific application, the user, the usage context, the cultural and
geographical context, language and many other factors. In other words, it is impossible to design a
universally-aligned LLM.

The problem of alignment becomes further complicated due to value pluralism – a condition where
different moral values are in conflict with each other and any choice made by the model will have
to jeopardize one value in favor of another [21, 22]. Philosophers capture this idea through “moral
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dilemmas" – situations that require one to choose one value over another to arrive at a resolution [23].
In fact, it would not be an overstatement to say that most real world situations involve some kind of
value pluralism that requires one to chose between conflicting values. Thus, as LLMs become more
ubiquitous and power various everyday applications, they have to face and resolve moral dilemmas
arising from value pluralism [21]. Many have argued, therefore, that LLMs should ideally be trained
as generic ethical reasoners rather than aligned for certain specific values [24].

To what extent LLMs can carry out deep ethical reasoning, and how can we systematically probe
this? In this paper, we borrow ideas from the field of moral psychology to test the ethical or moral
understanding and reasoning abilities of several popular LLMs. More specifically, we use the Defining
Issues Test (DIT) [25] which is based on Kohlberg’s Cognitive Moral Development Model [26], to
assess the moral development stage of the LLMs. In this test, a moral dilemma is presented along
with 12 different statements on ethical considerations; the respondent (in our case, the LLM) is asked
to rank these statements in the order of importance for resolving the dilemma. The outcome of the
test is a set of scores that tells about the respondent’s moral development stage.

We study seven prominent models: GPT-3 [27], GPT-3.5, GPT-4 [28], ChatGPTv1, ChatGPTv2,
PaLM-2 [29] and Llama2-Chat (70B version) [30], with 5 moral dilemmas from DIT and 4 newly
designed dilemmas that extend the cultural context and diversity of the probes and precludes the
possibility of training data contamination. We observe that GPT-4 achieves the highest moral
development score in the range of that of a graduate school student, which according to Kohlberg’s
model of cognitive moral development indicates a post-conventional moral understanding. GPT-3,
on the other hand, performs no better than a random baseline. Performance of other models lie in
between these two extremes, that roughly corresponds to the score range of adult humans and college
students on DIT, and indicates a conventional moral understanding (as dictated by the moral norms
and conventions of the society). Interestingly, for 2 of the 9 dilemmas, no model performs better
than the random baseline, and for one of the newly designed dilemmas, GPT-4 performs worse than
most other models. This shows that there is a lack of consistency in ethical reasoning across these
models, implying the need for deeper investigation, understanding and improvement of LLMs’ moral
reasoning abilities. This work also leads to several interesting technical, practical and philosophical
questions, which are discussed in the last section.

2 Background and Related Work

In this section, we provide an overview of Morality, Moral Psychology and models of Cognitive
Moral Development, from which we draw inspirations and materials to design this study. We also
discuss current treatment of ethics in NLP literature, with a particular focus on LLMs.

2.1 Morality and Moral Development

Morality is the study of what is right and wrong, and has been a central concern in philosophy [31].
Over the years, numerous theories have been proposed to explain how individuals develop their moral
reasoning and judgments. Of these, the Cognitive Moral Development (CMD) model [2] proposed
by Lawrence Kohlberg in 1969 remains one of the most influential accounts of moral development.
Building upon Piaget’s work [32], Kohlberg developed a comprehensive theory that consists of six
stages divided into three main levels: pre-conventional, conventional, and post-conventional morality.

At Stage 1, individuals are concerned with avoiding punishment and make moral decisions based on
fear of consequences and self-interest. At Stage 2, individuals focus on their own needs and interests
but recognize that others have similar needs. Moral judgments are influenced by reciprocity, such as
“You scratch my back, I’ll scratch yours". Stages 1 and 2 are pre-conventional morality. At Stage 3,
individuals seek approval and conform to social (and religious) norms. Moral decisions are made to
maintain positive relationships and avoid disapproval. At Stage 4, individuals are concerned with
law, rules, and authority figures and their moral reasoning revolves around maintaining social order
and upholding the greater good. These two stages fall under the realm of conventional morality. At
Stage 5, individuals recognize different groups may have different moral perspectives and base their
decisions on principles of fairness, justice, and individual rights, even if these principles conflict with
social norms or laws. This stage is further divided into sub-stages - 5A and 5B. Stage 5A suggests that
moral obligation derives from voluntary commitments of society’s members to cooperate whereas
Stage 5B is more concerned with procedures which exists for selecting laws that maximize welfare
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as discerned in the majority will. At Stage 6, individuals develop their moral principles based on
universal ethical values. They act according to a personal ethical code that transcends societal rules
and laws. These principles often align with the concepts of justice, equality, and human rights. Stages
5A, 5B and 6 are, thus, called post-conventional morality.

The CMD model emphasizes the importance of moral reasoning and the development of an indi-
vidual’s moral principles. It posits that as individuals mature, their moral reasoning becomes more
sophisticated and abstract, allowing them to make ethical decisions based on principles rather than
mere rules. It may be noted that this theory has been criticized for bias towards individualistic and
self-expressionistic cultures (mostly prevalent in the Global North), overlooking the diversity of
moral development across cultures [33, 34], for having gender bias [35], and for ignoring the role of
intuitions and emotions in moral decision making [36]. Despite these criticisms, Kohlberg’s theory
has played a vital role in advancing our understanding of moral development and remains influential
in the field of moral psychology.

2.2 Rest’s Defining Issues Test

In line with Kohlberg’s framework, James Rest introduced the Defining Issues Test (DIT) [1] as a way
to measure an individual’s moral development. In this test the respondents are presented with moral
dilemmas, and their moral reasoning abilities are assessed by analyzing the justifications provided
by them for their decisions. Rest’s DIT draws upon Kohlberg’s stages to categorize individuals into
stages of moral development, offering insights into ethical decision-making processes. For over three
decades, the DIT has remained the most popular tool for assessing CMD.2. It includes either three
(short-form DIT) or six (original DIT) moral dilemmas, each followed by 12 ethical considerations
corresponding to different stages of CMD. The respondent has to first provide a resolution to the
dilemma (it has three options: two horns of the dilemma and “can’t decide") and then rate the
significance (“great", “much", “some", “little" and “no importance") of each item in resolving the
moral dilemma, and then select and rank the four most important items.

The ethical consideration statements can also belong to A or M categories instead of the stages of
CMD [25]. The A items are intended to typify an “anti-establishment" orientation, a point of view
which condemns tradition and the existing social order. The M items are meant to be meaningless
nonsense statements. The “M" statements were added as a reliability check as any valid respondent
would be expected to rate the statement quite low, while for the purposes of any study, the “A"
statements and it’s score are simply disregarded.

The Post Conventional Morality Score (abbreviated as P-score), stands as the most widely utilized
metric, serving as an indicator of the “relative significance an individual places on principled moral
considerations, specifically those associated with Stages 5 and 6, when deliberating moral dilemmas"
[25]. If the most vital (top ranked) statement corresponds to either Stage 5 or 6, four points are
added to the P-score. Similarly, if the second, third and fourth ranked statements belong to these
post-conventional stages, three, two and one points are added respectively to the P-score. Thus,
higher the P-score of a respondent, more the importance they pay to universal ethical values and
human rights while making moral judgments.

Apart from P-score, DIT also measures Personal Interest Schema Score which reflects choices
influenced by personal interests (Stages 2 and 3 in Kohlberg’s model), and Maintaining Norms Schema
Score that indicates choices driven by societal norms, including legal systems, established roles,
and organizational structures. The percentage of “can’t decide" choices measures the respondent’s
decisiveness, reflecting the ease of processing moral information.

The Moral Judgment Test (MJT) [38], developed by Georg Lind to assess one’s moral judgment
competencies, is also based on Kohlberg’s CMD. However, it measures the degree to which one
can consistently employ the same moral value across moral dilemmas rather than the stage of moral
development.

2Between 1974 and 1988, an estimated 400 studies have used DIT. It has been used in over 40 countries,
across various professions and with about 150 new studies each year [37]

3



2.3 Recent Theories in Moral Philosophy

In recent years, moral philosophy has seen the emergence of innovative theories developed by social
psychologists, that expand our understanding of moral decision-making. Moral Foundations Theory
[39], proposed by Jonathan Haidt and Jesse Graham, posits that human morality is shaped by a set
of innate moral foundations or intuitions. These foundations include care/harm, fairness/cheating,
loyalty/betrayal, authority/subversion, and sanctity/degradation. According to this theory, individuals
vary in the extent to which they prioritize these moral foundations, leading to differences in moral
judgments and values. Dual Process Theory [40], rooted in psychology and neuroscience, posits
that moral decision-making involves two cognitive processes: System 1 (intuitive) and System 2
(reflective). System 1 operates quickly and automatically, relying on gut feelings and emotions,
while System 2 involves deliberate reasoning and critical thinking. This theory suggests that moral
judgments often result from the interplay between these two systems, and the balance can vary among
individuals and situations. Though beyond the scope of our current study, these theories can provide
novel frameworks for assessing the ethical reasoning abilities of LLMs.

2.4 Current Approaches to Ethics of LLMs

AI alignment is a research field that aims to ensure that AI systems advance the intended goals,
preferences, or ethical principles of humans [41]. Numerous scholarly works have contributed signifi-
cantly to the development of ethical frameworks, principles, guidelines, methodologies, and tools
essential for the responsible and ethical design, evaluation, and deployment of LLMs. Additionally,
some datasets have been curated for the explicit purpose of training and assessing LLMs in their
comprehension of ethical considerations, societal contexts, and norms, as well as their capacity to
analyze these complex scenarios [42, 43, 44, 45, 46]. These studies have shed light on the notable
ability of LLMs to understand and elucidate toxic content. However, it is important to underscore a
salient limitation within these investigations, namely, the inherent bias embedded within the collected
data. This bias stems from the geographical locations, cultural backgrounds, and political orientations
of the annotators, casting a shadow on the universality of the findings [47].

Some recent works demonstrate how in-context learning [24] and supervised tuning [48, 49] can help
aligning LLMs with moral instructions. These works aim to ensure that LLMs respect human values
and norms, such as fairness, accountability, transparency, privacy, safety, etc. They also suggest ways
to identify, measure, mitigate, and prevent the potential harms of LLMs to individuals and society.
Some of these works propose ethical datasets [49] and guidelines [50, 51] to help researchers and
practitioners assess and improve the ethical capabilities of LLMs.

However, ethics is not a monolithic or universal concept. Different people may have different ethical
views, beliefs, values, preferences, etc. depending on their cultural, social, religious, and political
backgrounds [52, 53, 21]. Therefore, it is important to acknowledge and respect the diversity and
pluralism of human ethics and values when developing and using LLMs. This means that LLMs
should not impose or favor a single or dominant ethical perspective or value system over others but
rather allow for multiple and diverse ethical perspectives and value systems to coexist and interact.

Ethical issues often involve shades of gray and require nuanced reasoning that cannot be adequately
captured with a binary decision. Most of the current approaches to AI alignment fail to capture
the multifaceted nature of ethical reasoning. Ethical decisions often involve multiple dimensions,
including fairness, justice, harm, and cultural context, which may not be fully addressed in a binary
setup. Binary choices may lack explanatory power. They don’t provide insights into why a model
made a particular ethical decision, making it challenging to assess the quality of its ethical reasoning.
It may not adequately capture the complexities of ethical trade-offs. In real-world scenarios, ethical
decisions often involve weighing competing values, which binary tasks may not address effectively.

3 Data and Method

In this section, we describe our experimental setup, the datasets, LLMs tested, prompt structure and
metrics. We present the LLMs with a prompt that contains the moral dilemma along with the 12
ethical considerations followed by three questions. Based on the responses to these questions, we
compute the P-score and individual stage scores for each LLM.
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3.1 Dataset

We used five dilemmas from DIT-13 and constructed four novel moral dilemmas. Each author
designed one dilemma (story and the ethical consideration statements) similar in structure to the
original DIT dilemmas. The statements of each dilemma were then independently annotated by all the
authors for the Kohlberg’s CMD stages that they represent. Cases of disagreements were discussed
and if for a statement no clear consensus was reached, the statement was edited or redesigned to avoid
any ambiguity. A brief summary of the dilemmas are described below, and Appendix A presents the
four new dilemmas.

The complete DIT-1 consists of six dilemmas: (1) Heinz dilemma - Should Heinz steal a drug from
an inventor in town to save his wife who is dying and needs the drug?, (2) Newspaper dilemma -
Should a student newspaper be stopped by a Principal of a high school when the newspaper stirs
controversy in the community?, (3) Student dilemma - Should students take over an administration
building in protest of the Vietnam war?, (4) Webster dilemma - Should a minority member be hired
for a job when the community is biased?, (5) Prisoner dilemma - Should a man who escaped from
prison but has since been leading an exemplary life be reported to authorities? and (6) Doctor
dilemma - Should a doctor give an overdose of pain-killer to a suffering patient?

The four novel moral dilemmas are: (1) Monica’s Dilemma - Should Monica give the first authorship
to Aisha despite having the major contribution?, (2) Timmy’s Dilemma - Should Timmy attend
his friend’s wedding instead of fixing an urgent bug that could put customers’ privacy at risk?,
(3) Rajesh’s Dilemma - Should Rajesh rent a house by hiding the secret of his non-vegetarian
consumption at home from the vegetarian neighborhood? and (4) Auroria Dilemma - Should the
country Auroria share its innovations and resources to it’s poor neighbor or profit off it’s huge
investments in research?

The dilemmas are associated with conflicting values such as interpersonal vs. societal (Heinz
dilemma), interpersonal vs. professional (Timmy’s and Monica’s dilemmas), and community vs.
personal values placed in diverse cultural and situational contexts. We exclude the Doctor’s dilemma
from all experiments as most LLMs do not generate a response for it, presumably due to their content
filtering policies.

3.2 Experimental Setup

We study seven popular LLMs: GPT-4 (size undisclosed), PaLM-2 (size undisclosed), ChatGPT (July
2023) (henceforth referred to as ChatGPTv2, 175B params), ChatGPT (December 2022) (henceforth
referred to as ChatGPTv1, 175B params), GPT-3.5 (text-davinci-003)(175B params), GPT-3 (175B
params) and Llama2-Chat (70B params). All these models are trained on massive amounts of text
data from various sources and domains and have different training methods and capabilities.

Figure 1 shows the prompt structure. The text in black are fixed, whereas those in blue are dilemma
specific. Since LLMs might have positional bias while ranking the ethical consideration statements for
a dilemma, or in choosing one of the three options (O1, O2 and O3) as a resolution for the dilemma,
we consider 8 different predefined permutations of the 12 statements (out of 12! possibilities) and
all, i.e., 6, permutations of the options. This amounts to 48 distinct prompts per dilemma. For all
experiments, we set temperature to 0, presence penalty to 1, top_p to 0.95, and max_tokens to 2000
(except GPT-3 where it is set at 1000 due it’s smaller context length).

3.3 Metrics

We used the metric P-score, henceforth pscore, as proposed by the DIT authors which indicates the
"relative importance a subject gives to principled moral considerations (Stages 5 and 6)". pscore is
calculated by assigning points to the four most important statements the respondent (the LLM in our
case) has selected that correspond to the post conventional stages. 4, 3, 2 and 1 points are added to
the score if the first, second, third and fourth ranked statements belong to Stage 5 or 6 respectively.
The final score is obtained by multiplying the sum by 10. As an illustration, suppose that the model
predicts 12, 7, 3, 9 as the most important statements of consideration in descending order, of which
only items 12 and 3 belong to the post-conventional stages. Then, the pscore will be 10 · (4+2) = 60.

3DIT-1 dilemmas are not freely available; we purchased the dataset from The University of Alabama through
the official website: https://ethicaldevelopment.ua.edu/ordering-information.html
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Figure 1: Prompt structure illustrated for the Monica’s Dilemma.

Similarly, we also calculate stage-wise scores, scoreθ, as

scoreθ = 10 ·
4∑

i=1

((5− i) · Si,θ) where Si,θ =

{
1 if ith ranked statement is from Stage-θ
0 otherwise

(1)

Thus, pscore = score5 + score6. We also compute the random baseline scores for each dilemma,
i.e., the score a respondent will receive on average if they were ranking the items randomly. These
baseline numbers depend only on the number of items that belong to a certain stage for a dilemma.
Heinz, Prisoner and Newspaper dilemmas have 3 items in Stages 5 and 6, giving a random baseline
pscore of 25. All other dilemmas have 4 items in Stages 5 and 6, and a random baseline pscore of
33.33. Thus, the average random pscore over all dilemmas is 30.56.

The maximum possible pscore is 90 for the Heinz, Prisoner and Newspaper dilemmas and 100 for
the others. Thus, the pscore averaged on all dilemmas ranges from 0 to 96.67. Higher the pscore,
deeper the moral understanding and better the moral reasoning ability of a model (or equivalently, of
a human respondent). Various surveys conducted on human subjects using DIT [25] report a pscore
of around 20 and 30 for junior and senior high school children respectively (mostly pre-conventional
stage), between 40 and 46 for college students as well as average adults (mostly at the conventional
stage), and between 53 and 63 for graduate school students (early post-conventional stage).

4 Results and Observations

The results of our experiments are summarized in two plots: Fig. 2 shows the pscore for each LLM
as violin plots grouped by dilemmas. Fig. 3a shows the stage-wise scores for the LLMs averaged
over all dilemmas; this provides insight into the overall performance and staging of the models. The
three key observations from these results are as: (a) Overall, GPT-3 has the lowest and close to
random pscore, while GPT-4 has the highest pscore; the other models in ascending order of pscore are:
GPT-3.5, ChatGPTv2, PaLM-2, Llama2-Chat, ChatGPTv1. Our study shows that except for GPT-3,
all models investigated have a pscore equivalent to an average adult human or college student; only
GPT-4 achieves a pscore (= 55.68) in the range of a graduate student and shows post-conventional
moral reasoning abilities. (b) All models perform poorly on the Prisoner and Webster dilemmas,
while most models perform well on the Timmy and Newspaper dilemmas; and (c) There is significant
variability in the responses of all the models over different runs (as shown by the violin plots), as well
as specific dilemmas where they perform exceptionally well (e.g., GPT-4 on Newspaper dilemma) or
poorly (e.g., GPT-4 on Rajesh’s dilemma).
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Figure 2: Dilemma wise pscore comparison across LLMs. The dotted line shows the random baseline
pscore for the dilemma.

Fig 3b shows the resolutions proposed by the models for each dilemma. Two interesting observations
emerge from it: (a) All models agree perfectly for the Webster dilemma. A majority of models agree
for the Heinz, Newspaper, Rajesh and Auroria dilemmas. (b) Contrary to other models, ChatGPTv2,
does not favor any particular resolution (except in Webster). In the subsequent paragraphs, we present
model-specific observations.

GPT-3. The prompt structure described in Fig. 1 did not work with GPT-3, as the model failed to
generate any cogent response. Through trial-and-error, we constructed a prompt where only the
resolution of the moral dilemma and the selection of top four statements (out of 12) were asked for,
which seemed to work for the model. Even then, we observed that it frequently ranks the statements
at position 1, 3, 5 and 7 as most significant options, irrespective of the stages the sentences belonged
to. This explains why the average pscore for GPT-3, 29.84, is close to that of the random baseline.
In conclusion, GPT-3 is incapable of moral reasoning and also, of following complex multistage
instructions. Incidentally, we also tested text-davinci-002, but could not make it generate cogent
responses. Therefore, the model is excluded from the study.

GPT-3.5, ChatGPT (both v1 & v2) and GPT-4 demonstrate a greater ability of understanding the
instructions, presumably due to the RLHF training. Therefore, these models responded consistently
to the prompt questions, and also perform significantly better than the random baseline. We observe a
general trend that the bigger and the newer models have higher pscore, except for ChatGPTv2 that has
a slightly lower pscore than its previous version ChatGPTv1. Incidentally, there are anecdotal (but
contested) claims [54] that the performance of ChatGPT is degrading over time as newer versions are
being released, which is consistent with our observation. With a pscore of 55.68, GPT-4 is the only
model that clearly shows post-conventional moral reasoning abilities equivalent of graduate students.

Llama2-Chat, even though a much smaller model compared to GPT-3.x series, achieves an unex-
pectedly high pscore which is less than only GPT-4 and ChatGPTv1. This points to the possibility of

7



(a) Stage-wise scores comparison of different models.
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Figure 3: Model-wise scores and their dilemma-wise resolutions. PaLM-2 results are from 8 dilemmas
(Sec. 4). In Fig-(b), the colors’ RGB components depict the fraction of runs with corresponding
resolutions (Green - O1(Should do), Blue - O2(Can’t Decide), Red - O3(Shouldn’t do))

building smaller models with strong moral reasoning capabilities. PaLM-2 exhibited superior moral
reasoning capability with a pscore of 52.24. However, it did not generate a response to the Prisoner
dilemma. Therefore, the total pscore is averaged over 8 instead of 9 dilemmas. When averaged
over the same 8 dilemmas, the pscore of the other models are (in descending order): GPT-4 – 58.81,
ChatGPTv1 – 56.44, Llama2-Chat – 52.85, ChatGPTv2 – 51.55, GPT-3.5 – 49.48 and GPT-3 – 31.20.
Thus, PaLM-2 performs worse than GPT-4 and ChatGPTv1, but is comparable to Llama2-Chat and
ChatGPTv2. Note that the average pscore is significantly higher for all the models when Prisoner
dilemma is removed from the set because all models perform poorly on this dilemma.

5 Discussion and Conclusion

In this study, we propose an effective evaluation framework to measure the ethical reasoning capability
of LLMs based on Kohlberg’s Cognitive Moral Development model and Defining Issues Test. Apart
from the 6 moral dilemmas included in DIT-1, we propose 4 novel dilemmas partly to expand the
socio-cultural contexts covered by the dilemmas, and partly to ensure that the LLMs were not already
exposed to them. Our study shows that GPT-4 exhibits post-conventional moral reasoning abilities at
the level of human graduate students, while other models like ChatGPT, LLama2-Chat and PaLM-2
exhibit conventional moral reasoning ability equivalent to that of an average adult human being or
college student.

We are aware of several limitations of this study, including the known criticisms of the DIT framework
[55, 56], that provides us with enough reasons not to take the numbers at their face value. More
investigation is necessary to firmly establish the moral reasoning abilities and limitations of LLMs.
Nevertheless, it is interesting to ponder on some of the repercussions of these findings. While one
could explain the conventional moral reasoning abilities observed in the LLMs as an effect of the
training data [57] at pre-training , instruction fine-tuning and RLHF phases, which certainly contains
several instances of conventionalized and codified ethical values, one wonders how an LLM (e.g,
GPT-4 ) could exhibit post-conventional moral reasoning abilities. Since the training data and the
architectural details of GPT-4 are undisclosed, one can only speculate the reasons. Either the data
(most likely the one used during RLHF) consisted of many examples of post-conventional moral
reasoning, or it is an emergent property of the model. In the latter case, a deeper philosophical
question that arises is whether moral reasoning can emerge in LLMs, and if so, whether it is just a
special case of general reasoning ability.

There are other open problems around the dilemmas and types of moral questions where the current
models are lagging (e.g., Prisoner and Webster dilemma), what makes these dilemmas difficult, and
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how can we train models with the specific objective of improving their moral reasoning capability.
One might also ask that since many of the models, especially GPT-4, is as good or better than an
average adult human in terms of their moral development stage scoring, does it then make sense to
leave the everyday moral decision making tasks to LLMs. In the future, if and when we are able to
design LLMs with pscore higher than expert humans (e.g., lawyers and justices), should we replace
judges and jury members by LLMs?
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A Dilemmas

The dilemmas we have crafted and illustrated can be found in Figures 4 through 7.

Figure 4: Story and 12 statements for Rajesh’s Dilemma
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Figure 5: Story and 12 statements for Monica’s Dilemma

Figure 6: Story and 12 statements for Timmy’s Dilemma
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Figure 7: Story and 12 statements for Auroria Dilemma
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Figure 8: Radar Plot
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