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Abstract
Preparing students to collaborate with AI remains a challenging goal. As AI tech-
nologies are new to K-12 schools, there is a lack of studies that inform how to design 
learning when AI is introduced as a collaborative learning agent to classrooms. The 
present study, therefore, aimed to explore teachers’ perspectives on what (1) curricu-
lum design, (2) student-AI interaction, and (3) learning environments are required to 
design student-AI collaboration (SAC) in learning and (4) how SAC would evolve. 
Through in-depth interviews with 10 Korean leading teachers in AI in Education 
(AIED), the study found that teachers perceived capacity and subject-matter knowl-
edge building as the optimal learning goals for SAC. SAC can be facilitated through 
interdisciplinary learning, authentic problem solving, and creative tasks in tan-
dem with process-oriented assessment and collaboration performance assessment. 
While teachers expressed instruction on AI principles, data literacy, error analysis, 
AI ethics, and AI experiences in daily life were crucial support, AI needs to offer 
an instructional scaffolding and possess attributes as a learning mate to enhance 
student-AI interaction. In addition, teachers highlighted systematic AIED policy, 
flexible school system, the culture of collaborative learning, and a safe to fail envi-
ronment are significant. Teachers further anticipated students would develop col-
laboration with AI through three stages: (1) learn about AI, (2) learn from AI, and 
(3) learn together. These findings can provide a more holistic understanding of the 
AIED and implications for the educational policies, educational AI design as well as 
instructional design that are aimed at enhancing SAC in learning.
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1  Introduction

One of the most profound areas of technological progress within the past decade 
has been in the development of artificial intelligence (AI) and its increased integra-
tion across multiple industries. The field of education is among those adopting and 
adapting to the opportunities and challenges of AI-enabled technologies, amid the 
broader incorporation of data, algorithms, and automation (Luckin et al., 2016). For 
instance, devices and programs that utilize AI can capture, aggregate, and analyze 
students’ learning performance data in real-time from different sources to develop 
a student learning profile and automatically provide customized content, feedback, 
and learning parameters. These, in turn, provide more tailored and relevant learn-
ing opportunities and experiences that support students as they progress through 
the learning material (Peng et al., 2019; Cho et al., 2019). On the other hand, com-
municative AI such as conversational agents and embodied social robots interact 
with students, not limited to supporting students’ cognitive development, serve as 
an empathic peer/tutor to support affective development such as improving learn-
ing interest, motivation, self-regulation, and sense of empathy and collaboration 
(Chin et al., 2014). In sum, AI is increasingly permeating the education ecosystem 
by increasingly interacting and collaborating with students, building and maintain-
ing social relationships, and offering personalized instruction. This indicates that the 
educational field has integrated nonhuman agents as  collaborative agents serving 
roles of tutors/teachers, assistants, advisors, and even learning peers (Lee & Kim, 
2020; Kim et al., 2020).

Although interests and demands for students-AI collaboration (SAC) in learning, 
in general, are increasing, the integration of AI in classroom activities and the AI-
related school curricula are complex and challenging in K-12 schools. In the absence 
of a specific roadmap for AI in Education (AIED), teachers face challenges in that 
they are not formally trained for AIED but have to teach about it in a jam-packed 
curriculum, without adequate and convenient infrastructure. Moreover, while AI 
applications differ from other technologies in that they explicitly aim to act as agents 
in the classroom environment by adaptively tapping into students’ learning process, 
teachers face substantial pedagogical challenges in designing and facilitating how 
students interact, collaborate, and learn with AI in the classroom  previously ruled 
by human-human (students and teachers) interaction only (Gunkel, 2012).

In recognition of teachers’ beliefs and views will decide the actual curriculum at 
the ground level and are critical in the planning of educational practice for sustain-
ability (Chiu, 2017), this study aims to examine the views of leading teachers in 
AIED on key considerations for the design and implementation of SAC in learning 
for K-12 schools. The findings of this study can develop a holistic understanding of 
learning design in the classroom where AI serves as a  student’s collaborator on a 
learning task.
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2 � Literature review

2.1 � Student‑AI collaboration

The ways that the role of AI in learning has been positioned as another emerging 
educational tool  are mainly two-fold: (1) ‘Learning with AI’ and (2) ‘Learning 
about AI’ (Holmes et al., 2019). The former means the use of AI as  a direct teaching 
and learning tool (e.g., adaptive or personalized learning management system, intel-
ligent tutoring system (ITS), and AI speaker), while the latter refers to an approach 
that teaches AI as a learning content to develop the ability to design, develop, and 
utilize AI algorithms based on the understanding of AI (Baker & Smith, 2019). 
Although these studies offer a comprehensive understanding of the advancement of 
AI technology and the development of AI-related school curricula, it is claimed that 
such tool-centric conception of AI cannot fully discuss the potential of AI function-
ality, intended educational purpose of AI, as well as the potential risks of AIED 
in the educational system (Big Innovation Centre, 2020). In contrast to existing 
technologies, AI engages in more autonomous, personalized, and active interaction 
with students. Interactions with AI are dynamic rather than static, reflecting upon 
the communication and interactions being exchanged within a learning process and 
context. AI being autonomous, social, and reactive (Wooldridge & Jennings, 1995) 
makes the study of AI intriguing for AIED scholars and employs AI to serve roles 
as learning peers, tutors, and assistants that have been restricted to human students 
and teachers (Simmler & Frischknecht, 2020). This study, therefore, envisions AI 
as a subject in interaction on students’ learning and shifts the attention that was 
previously focused on the advancement of AI technology and the development of 
AI-related school curricula to the nature and quality of social interaction between 
students and AI as collaborative learning partners/peers and its implications for the 
learning environment that can support the SAC for learning.

The current study adopts the theory of distributed cognition (DC) that has been 
found as an effective framework for a holistic understanding of the complex rela-
tions and interactions among heterogeneous agents (i.e., students, AI, and teachers), 
the multiple existing digital technologies, and practices in the classroom environ-
ment (Hutchins, 1995; Perkins, 1993; Nardi & O’Day, 1999). The notion of DC pro-
vides two important methodological insights. First, the unit of analysis should be 
expanded from the individual to the wider system. For instance, cognitive processes 
may be distributed across the members of a team; cognitive processes may involve 
coordination between internal and external (material or environmental) structure; 
processes may be distributed through time in such a way that the products of earlier 
events can transform the nature of later events (Hutchins, 1995). Second, the analy-
sis looks for a range of mechanisms that can partake in the cognitive system rather 
than restricting itself to symbol manipulation and computation – e.g. the interplay 
between human memory, external representations, and the manipulation of objects 
(Hollan et al., 2000, p. 176). This gives some indication of the sorts of observations 
and phenomena that a DC analysis might highlight; this study has expanded on these 
by reference to the broader DC literature to present a set of components for SAC on 
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learning. The present study developed the SAC model composed of the four com-
ponents that have been the focus of the work to date: (1) curriculum, (2) student-AI 
interaction, (3) environment, and (4) evolution over time (See Fig. 1).

The SAC model consists of three participants: Student(S), AI, and Teacher(T). 
First, an individual student is considered an active learning agent in the SAC model. 
In fact, students in the early AIED literature, particularly in learning with ITS, were 

Fig. 1   Student-AI Collaboration Model
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portrayed as passive recipients along with a specified learning path that AI guides. 
However, the recent study anticipates shifts in students’ agency and roles over their 
learning through AIED whereby students learn as collaborators actively interacting 
with AI to achieve more optimized learning, or as leaders participating in learn-
ing and rethinking their growth within complex learning systems (Ouyang & Jiao, 
2021).

Next, the model identifies AI as another learning agent, shifting its nature and role 
from a mere learning tool. Previous studies take note of AI’s human-resemblance 
characteristics as a unique feature that distinguishes it from traditional educational 
tools (Huang, 2018), and expand the role of AI in learning (Simmler & Frischknecht 
2020). For example, AI could be a teacher to properly diagnose learning processes 
and outcomes, provide personalized feedback and evaluate achievement (Chaudhry 
& Kazim, 2021). On the other hand, Fryer et al. (2017) demonstrate that the AI chat-
bot and students learn foreign languages together through peer relationships. Instead 
of fixing a conceptualization of interaction as a human-only process and the role of 
technology as a mediating tool, the model opens the theoretical possibility of AI as 
an interaction subject directly exchanging information with students in a learning 
process (Guzman & Lewis, 2020).

Alongside students and AI, teachers play a critical role in shaping and facilitat-
ing  SAC and must be held accountable in classroom learning (Chaudhry & Kazim, 
2021). In this regard, Utterberg and colleagues (2021) describe teachers as gatekeep-
ers for AI adoption in the classroom, arguing that if teachers do not allow students to 
interact with AI in the classroom learning activity, AI is not likely to be embedded 
into the teaching curricula of school. In addition, although some anticipate that AI-
assisted data-driven, evidence-informed decisions based on the collection and analy-
sis of students’ real-time learning data may diminish teachers’ leadership, most liter-
ature argues that human teachers will remain the masterminds behind AI algorithms, 
considering the drawbacks of AI-assisted data-driven decision-making in intuition 
and value consideration (Wang, 2021). Taken together, teachers’ pedagogical deci-
sion-making is best managed by reviewing and embracing a blend of data-driven, 
evidence-informed decision-making by AI and value-based moral decision-making 
by teachers to provide more effective instructional strategies (Zheng, 2020).

2.2 � Curriculum: Learning goal, content and assessment

The curriculum, one of the core elements in the model, consists of learning goals, 
content, and assessment. While the acquisition of knowledge and skills in a specific 
domain has been the prime focus in the earlier literature (Ouyang & Jiao, 2021), 
the recent studies highlight the goal of AIED to cultivate high-level thinking such 
as problem-solving and creativity through collaboration with AI, rather than sim-
ply acquiring knowledge in the specific domain (Kafai & Burke, 2014). Particularly, 
improving computational thinking (CT), a set of skills including decomposition, 
abstraction, algorithm design, debugging, testing/simulation, heuristic reasoning, 
and generalization, is being accentuated to understand and use AI effectively to 
solve problems (Shute et al., 2017; NRC, 2010). Rodrigues et al. (2016) highlighted 
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that CT can facilitate and support the mental processes that support the activity of 
learning in the school by demonstrating quantitative evidence on the correlation 
between primary school students’ CT and academic performance in the school.

Although AIED calls for a multidisciplinary approach, STEM-related learn-
ing contents were widely implemented for several technical and practical reasons 
(Zawacki-Rtichter et al., 2019). Because AI’s understanding of meaning and context 
through natural language processing is yet well advanced and much more difficult 
and expensive than interpreting mathematical expressions, humanities-related (e.g., 
arts, social sciences, etc.) learning contents have less been stressed in the AIED field 
(Olmos-Peñuela et al., 2015).

The assessment in AIED provides more formative feedback based on a sophis-
ticated diagnosis of student understanding, engagement, and academic integrity 
(Zawacki-Richter et al., 2019). In contrast to the traditional assessment centered on 
formalized tests, the assessment in AIED analyzes and evaluates information from 
various pathways about students through speech recognition, language analysis, and 
behavioral pattern analysis (Vincent-Lancrin & van der Vlies, 2020).

2.3 � Student‑AI interaction: Cognitive, socio‑emotional, and artifact‑mediated 
interaction

Student-AI Interactions are divided into three types: cognitive, socio-emotional, and 
artifact-mediated interaction. First of all, cognitive interaction refers to task-focused 
interaction about the content or their learning process (Dillenbourg et  al., 1995). 
This includes interactions about domain-focused content to be learned, such as the 
sharing, elaborating, and processing of knowledge (Hmelo-Silver & Barrows, 2008). 
For instance, a student talks with a chatbot about the characteristics of rocks sug-
gested by a teacher, infers the types of rocks, and learns about different criteria for 
classifying rocks in a geology class.

Second, socio-emotional interaction involves “purposeful interchanges among 
group members that shape perceptions of emotions and socio-emotional climate” 
(Bakhtiar et  al. 2017, p. 62). A range of studies investigated the effects of socio-
emotional interaction between a student and AI on learning performance. For exam-
ple, polite web-based tutors induce more learning than regular web-based tutors 
(McLaren et  al., 2011). In addition, Hwang et  al. (2020) found that an adaptive 
learning model using emotional and cognitive performance analysis was effective in 
elementary school students’ mathematical learning outcomes by reducing their math 
anxiety.

Lastly, it should be noted that the core of AI is algorithms and engines. AI, there-
fore, interacts with students through artifacts such as interfaces. The characteristics 
of an AI system’s interface and how students interact with AI through the inter-
face are found to have a significant impact on learning with AI. For instance, Fu 
et  al. (2020) presented that the AI’s social presence, accurate speech recognition, 
and peer influence affect language learners’ continuous interaction with AI-enabled 
automatic scoring applications.
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2.4 � Environment: Learning space, institution, and culture

The environments including learning space, institutional rules, and school culture 
play a crucial role in implementing SAC effectively. They are macro-level back-
ground elements for SAC. First, for AI to successfully embed into the classroom, an 
appropriate learning space has to be preemptively built. In this regard, the Korean 
government highlights distributing smart devices and establishing a wireless net-
work environment for K-12 classrooms as a part of building an adequate learning 
space for AIED (MOE, 2021). In addition, digital infrastructure (i.e., learning plat-
form) is considered to be essential for SAC (Wang & Cheng, 2021).

Second, institutional support is necessary  for the budget/funding provision, the 
curriculum/pedagogy development, and legal/ethical guidelines in AIED. In particu-
lar, the time and cost of developing and introducing an appropriate methodology 
for implementing AIED pose a major challenge in public educational institutions 
(Zawacki-Richter et  al., 2019). Without an upper-level institution’s explicit direc-
tions and guidelines on curriculum and pedagogy for AIED, it would be challeng-
ing for schools to adopt AI, the new technology (Wang & Cheng, 2021). Further-
more, the introduction of AI in classrooms can cause several legal and ethical issues 
related to personal information and privacy, thus, institutional safeguards are needed 
to protect students from damage and disputes (Okoye et al., 2020).

Last but not least, school culture is a crucial environmental factor in SAC. The 
AIED has to be achieved through the collective will of the diverse stakeholders in 
the educational system. For instance, teachers are resistant to adopting new technol-
ogy after they receive negative feedback from colleagues, students, and parents in 
school as well as due to their demanding schedules meeting various roles in schools. 
Therefore, it is crucial to build a collaborative school culture that supports profes-
sional dialogue on the need and importance of AIED and the utilization of AI for 
learning among varied stakeholders (Kim et al., 2021a).

2.5 � Evolution over time

AI is not a static tool that does not change. Just as students learn and improve learn-
ing by interacting with AI, AI also learns and improves over time through interac-
tion with students (Self, 1998). While a student learns effectively through interaction 
with the personalized AI, AI optimizes the student model by collecting the student’s 
information and response to the AI’s feedback and reflecting on them to derive more 
optimized analysis results (Tan & Cheah, 2021). In short, student learning growth 
and development go hand in hand with AI development, and vice-versa, which indi-
cates that AI is not a mere tool.

After reviewing existing literature, the present study acknowledges the unique 
potential of AI and  seeks a better understanding of the key considerations for the 
design and implementation of SAC in learning for K-12 schools toward a new AI-
mediated educational environment. More precisely, the study aims to disclose and 
examine teachers’ views on what (1) curriculum design (learning goals, contents, 
and assessment), (2) student-AI interaction during learning activity, and (3) learning 
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environments (learning space, culture, and institution) are required and (4) how stu-
dents would develop collaboration with AI over time based on the proposed SAC 
model (see Fig. 1). The research questions (RQs) set for the study are as follows:

(1) What curriculums are required in the SAC?
(2) What supports are needed in student-AI interactions?
(3) What learning environments should be established?
(4) How would SAC evolve over time?

3 � Methods

3.1 � Participant and context

In accordance with the 2015 revised national curriculum which reinforced soft-
ware (SW) education as a mandatory subject, the Korean Ministry of Education and 
Ministry of Science and ICT have designated and operated 2011 SW leading schools 
via 17 metropolitan and provincial education offices as of December 2020. Among 
them, 247 schools are now selected as AI pilot schools, and 34 additional schools 
are designated as AI convergence curriculum-oriented high schools (KERIS, 2020).

A combination of a purposeful and snowball sampling strategy was employed to 
explore diverse views of AIED leading teachers about what should be supported to 
design and implement SAC in learning for the needs of different contexts of schools 
and students. Every participant works in either SW leading schools, AI pilot schools, 
or AI convergence curriculum-oriented high schools. This study initially conducted 
interviews with four leading teachers (P1, P3, S1, S5) from different regions/
schools, years of teaching experience, and AIED experiences. Table 1 summarizes 
the information of 10 Korean teachers (5 primary and 5 secondary schools1) who 
participated in the study. This study received ethical approval from the university’s 
Institutional Review Board and informed consent from all participants.

3.2 � Data collection

The findings of this study are based on semi-structured interviews conducted with 
10 teachers presented in Table 1 for approximately between 90 and 120 minutes. We 
first developed a semi-structured interview guide based on the SAC model proposed 
(see Fig. 1) with 15 questions related to the main components of the model. Due to 
the COIVID-19 pandemic situation, interviews were mostly conducted via videocon-
ferences using the ZOOM, except face-to-face interviews with S1 and S2 because of 
their preference. The interviews were audio-recorded and then transcribed.

1  While the Korean primary school is organized with six-year curriculums, the secondary school system 
consists of three years of middle school and three years of high school.
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3.3 � Data analysis

A hybrid inductive and deductive thematic analysis (Braun & Clarke, 2006) was 
undertaken to identify themes related to the proposed framework. The first author 
generated initial codes through a repetitive reading of transcripts and conducted a 
deductive thematic analysis to develop initial themes based on the proposed frame-
work. Then, a corresponding author reviewed all annotated transcripts to thoroughly 
examine codes and to identify any differences in interpretations. The analysis con-
tinued with an inductive approach to search for new emerging codes and themes not 
previously identified. The team reviewed  codes  and generated themes, combining 
existing themes or splitting some themes into subthemes. This process was repeated 
until the researchers reached an agreement on every theme. The team finally defined 
and named each theme that provided a full sense of the theme and its importance 
and translated the interview extracts regarding the themes from Korean to English.

We critically reflected on the translations to ensure that the ‘voice’ of the par-
ticipants was maintained, so that those  possible misunderstandings were avoided. 
To ensure the reliability of the data, we first confirmed the interview transcripts with 
every participant and they revised them when necessary. The analysis process and 
findings were discussed among the authors, and any disagreement was clarified.

4 � Findings and discussion

Twenty-three themes were generated to address the four research questions. To be 
specific, a final set of 7 themes under RQ1, 6 themes under RQ2, 7 themes under 
RQ3, and 3 themes under RQ4 were determined (see Appendix 1).

4.1 � Curriculum: Learning goal

4.1.1 � Capacity building

Teachers considered developing capacities that help students to be future-proof 
citizens in the fast-changing society driven by digital and AI technologies as the 
prime learning goals in SAC on learning. First of all, teachers expected SAC could 
augment students’ cognitive capacity that includes higher-order thinking (e.g., CT, 
critical thinking, creativity and imagination, and analytical thinking). To be specific, 
teachers considered that students should (1) engage in high-level cognitive processes 
involving problem-solving, divergent thinking, and reflection, (2) express ideas on 
learning tasks, and (3) solve problems in systematic ways (Kafai & Burke, 2014; 
Resnick, 2006) through interaction with AI. These findings reflect the experimen-
tal study by Lin et  al. (2021), which provided quantitative evidence of the SAC’s 
positive impacts on students’ creativity, logical thinking, and problem-solving 
skills. They further highlighted that AI allowed students to better comprehend the 
problems within actual scenarios and help them plan and arrange a way to solve 
problems through various functions AI offers, such as analysis of AR sensors. The 
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current study’s findings shift the use of AI in students’ learning from simply solv-
ing a problem for students or providing them the right answer (Skinner, 1958; Afzal 
et al., 2019) to engaging them in problem-solving, providing a variety of problem-
solving experiences to propel them into new ways of thinking (Ouyang & Jiao, 
2021). In addition, educating students in higher-order thinking means instilling the 
ability to collaborate effectively with AI as they conduct in-depth analysis to make 
decisions, evaluate the information received and processed by AI critically, and gen-
erate a broader range of solutions using AI.

Second, teachers aimed to facilitate the development of students’ social capacity 
for collaboration with peers, communication (e.g., storytelling and public speaking, 
asking the right questions, and  synthesizing messages), leadership (e.g., achieve-
ment orientation, grit, and persistence, and coping with uncertainty) through SAC. 
For instance, S3 commented:

It has proven very difficult to program machines to emulate our innate ability to 
manage and utilize emotions such as negotiation, conflict resolution, and having 
empathy for others. Students are not simply learning how to interact with AI but they 
are also learning things that AI will not be doing through AI-involved learning tasks 
with peers.

Teachers consider social skills as highly human abilities that may not be replaced 
by automation or AI. Meanwhile, they find the opportunity to utilize AI and learn-
ing activities/experiences with AI to help students possess AI-proof skills that add 
values beyond what can be done by automated systems and AI.

Parallel to these capacities, digital capacities that embrace the skills such as soft-
ware use and development (e.g., programming literacy, computational and algo-
rithmic thinking, data analysis, and statistics) and understanding digital systems 
(e.g., data literacy, tech translation, and enablement) as main learning objectives to 
be achieved through SAC.

4.1.2 � Subject‑matter knowledge building

Another learning goal that teachers sought to achieve through SAC was to guide stu-
dents toward a better, more robust understanding of the subject-matter knowledge. 
However, teachers do not intend to solely transfer one specific subject knowledge, 
but also assist students in transforming/applying knowledge and skills into tangi-
ble products, feasible solutions, and new information. As P1’s quotation illustrates 
in Appendix 1, SAC facilitates students to understand subject-matter knowledge by 
helping them to organize new information, link it to their existing knowledge, and  
retrieve information (Yeo & Lee, 2012).

4.2 � Curriculum: Content

4.2.1 � Interdisciplinary learning

Most teachers argued that it is essential to teach students algorithms, mathematical 
and statistical backgrounds within informatics/computer science subjects to build a 
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strong foundation of knowledge in AI. However, they also highlighted that it is sig-
nificant to make connections between SAC and cross-curricular subjects to better 
achieve the aforementioned learning goals. Teachers explained that an interdiscipli-
nary learning approach can support students (1) to build a holistic understanding of 
AI itself (“Students can better understand AI and technology itself by connecting it 
to its roots in linguistics, social science, economics, neuroscience, etc.”, S2) and 
(2) to improve their entire task performance with AI in various subjects (“A more 
integrated curriculum that enhances students’ consistent use of AI and diversifies 
experiences in AI for solving complex problems within a specific subject and across 
subjects”, S3).

4.2.2 � Authentic problems and tasks

Teachers highlighted the use of authentic tasks that allow students to construct 
and apply standard-driven knowledge to solve a real-world problem need to be 
foregrounded. Teachers developed various learning activities that make connec-
tions between subject-area knowledge and real-life problems through  the   student-
AI team’s task-focused interactions. For instance, students addressed their own 
classroom problems (e.g., a face  detection of students running with outdoor shoes 
inside the classroom in home-economics, P4), daily life (e.g., a weekly meal plan 
for the  family in home-economics; illustrated plant book making in science, P1), 
and global challenges (e.g., predicting the future of Antarctica’s melting glaciers in 
social science and science, S4). Teachers support the notion of Cho et  al. (2015) 
findings that an authentic task makes classroom work more relevant by serving as a 
bridge among the content learned in the classroom, why this knowledge is important 
in the world outside of it, and how real-world AI technologies work.

In line with this, it was worth noting that teachers implement such authentic tasks 
with AI by engaging students in the research process with both teachers and AI 
supporting them. Teachers highlight that SAC should build students’ ability to (1) 
inquire (i.e., ask good questions, discuss and reformulate the problems), (2) research 
and reflect (i.e., identify and determine what needs to be learned and what resources 
are required to answer those questions), (3) evaluate (i.e., information gathering, fil-
tering, and integration) and (4) communicate ideas and learning (Ai et al., 2008).

The class sought to analyze the cause of the increasing suicide rate in the coun-
try. Students first analyzed public open data through data mining techniques. They 
then captured one particular suicide risk group and reasoned why. We had an open 
discussion about the characteristics of this group and the possible suicidal impulse 
experience this group may have (S1).

4.2.3 � Creative tasks

Teachers identified creative tasks (e.g., creating writing, drawing, and music com-
position) that can develop students’ capabilities to develop ideas, make connections, 
create and make, and communicate and evaluate the creative outcomes, as another 
meaningful learning content and activities that SAC should be engaged (See P5’s 
quotation in Appendix 1).
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4.3 � Curriculum: Assessment

4.3.1 � Process‑oriented assessment

Teachers explained that various learning contents and activities are designed for stu-
dents to have an opportunity to achieve the desired learning goals. Along with this, 
teachers highlighted that the assessment of SAC on the learning task performance 
should continually be conducted, while both teachers and students are actively 
involved in the assessment. Teachers, in particular, highlight the assessment aims to 
understand the process students undergo when given a task, rather than the outcome 
or product of a learning activity. In this regard, most teachers in the study conduct 
the assessment on two aspects: conceptual and procedural knowledge on both the 
subject-matter area and AI technology. For instance, S1 said:

In case when students developed prediction models for identifying areas at risk of 
earthquakes, the depth of students’ understanding of subject knowledge and ability 
to locate it to define and construct variables that affect data collection, selection, 
and analysis and the adjustment of the model weight is central areas for assessment. 
So in this case, both I and the physics teacher examined students’ performance.

It is interesting to capture that teachers perform co-assessment, whereby co-
teachers discuss assessment, grading practice, share assessment responsibilities, and 
collaborate on ways to differentiate assessments based on learner needs (Conderman 
& Hedin, 2012). In doing so, teachers determine how well students have performed 
and plan the necessary language and content learning targets to help all students 
meet grade-level expectations (Dove & Honigsfeld, 2017).

4.3.2 � Collaboration performance

Another significant assessment approach in SAC was related to the assessment of 
team learning performance. Teachers expressed that although some SAC-related 
learning activities and tasks are performed at an individual level, most work is 
accomplished by teams of individuals, either be small (i.e., a group of three) or large 
(i.e., a whole class). Teachers then recognize the importance of leveraging the col-
lective knowledge and distributed resources (Johnson & Johnson, 2006) in achieving 
shared task goals not solely between an individual student and an AI but among 
students. Therefore, a scheme that is commonly used for assessing individual learn-
ing should be applied with caution. Team level learning is assessed both at the 
lower level through the acquisition of knowledge and member satisfaction, and at 
the higher level, such as enhanced work processes and level of behavioral changes. 
Along with this, team learning assessment is not limited to the performance among 
students, but includes interaction between students and AI, which is illuminated by 
S3:

Collaboration with peers is a key part to be assessed by criteria such as how 
they interact with other group members; contribute knowledge and resources to 
group discussion; provide constructive feedback to others and facilitate the group 
processes by follow-up, extension, and reframing. However, students’ collaboration 
with AI is an equally important area to be assessed by examining how much and 

6081Education and Information Technologies (2022) 27:6069–6104



1 3

various data they exchanged with AI, how many new models they have tried, and 
how they reduced the model’s error.

4.4 � Student‑AI interaction: Cognitive interaction

4.4.1 � Teacher support for students

To enhance student-AI cognitive interaction during SAC, teachers expressed a range 
of supports and improvements needed both for students and AI. First of all, instruc-
tion on AI principles for students is found to be critical. Students need to develop 
a deep understanding of the core concepts of AI (i.e., definitions and types of AI 
and the knowledge of algorithms; Kim et al., 2021b) and establish a sensibility of 
AI’s limitations, an understanding of what AI can and cannot do, the benefits and 
potential problems that the deployment of AI might entail to effectively regulate 
and orchestrate their learning task operation process. In particular, primary school 
teachers expressed a pressing need to guide students to explicitly identify what is 
and what is not AI, since many students conflate AI technologies with other non-AI 
technologies, and identify the unique characteristics of AI that may benefit or hinder 
their learning and action.

Second, given that data fuel AI supporting students’ data literacy which can 
collect, process, analyze, evaluate and manage data to make data-based decisions 
(UNESCO, 2019a) is essential support alongside the instruction of AI principles. S1 
well presents this view:

Students wondered why AutoDraw only recommends a series of western style hot 
dogs, sausages served on a toasted roll or a bun, not Korean-style hot dog on a 
stick! The class analyzed data AutoDraw learned from and found out that not suf-
ficient image data of Korean hot dogs have been collected compared to the western 
hot dog. Groups of students then further discuss how to promote Korean culture and 
food.

Through her quotes, it can be seen that data literacy allows students  to better 
understand AI’s suggestions/recommendations particularly when there is uncer-
tainty about AI’s suggestion. Through reasoning and examining data, students 
actively exchange and reflect on knowledge and perspectives shaped in society with 
data that represent digital images of real phenomena, objects, and social processes. 
This guides students to be actively involved in meaning-making by contextualizing 
AI’s suggestion into the learning task context and further developing solutions to 
address the task. In doing so, students become active agents from passive consumers 
of AI.

Third, teachers need to prompt students to reflect on SAC and enhance their skills 
for handling failure and their confidence during SAC through debugging AI models 
and error analysis whereby students interpret the significance of observed outcomes 
of the AI; analyze the logic of the model and test data, model prediction perfor-
mance, and model features; evaluate where the logic of model data, prediction, and 
features break down; develop alternative ways to fix the breakdown; justify resolu-
tion for the breakdown; and examine and test their assumptions in iterative cycles of 
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attempting a fix (DeLiema et al., 2020). Teachers mentioned a range of classroom 
activities and teaching strategies that surround debugging such as (1) comic-strip-
like storyboard creation (students create their SAC experiences over time), (2) data 
visualization (students create a visual representation of how data was generated, 
when it was generated, who generated it and how it was stored) and (3) writing a 
journal specifically in response to debug and error analysis strategies performed in 
one-on-one or a small group.

4.4.2 � AI offering an instructional scaffolding

Teachers expected AI could offer students scaffolding-driven interaction that pro-
vides them with detailed instructional support during learning task operation. Par-
ticularly, teachers highlighted that AI should take a proactive approach by anticipat-
ing students’ learning difficulties and presenting a series of step-by-step questions 
that enhance students’ understanding of subject knowledge (Albacete et al., 2018).

Students were given the assignment to research the moon using an AI speaker. 
But young students sometimes don’t know what to ask and where to begin when they 
search for information. AI should more proactively interact with students by ask-
ing specific questions like “Do you know how crater looks like?” to scaffold the 
research process, instead of simply answering questions asked by students (P3).

4.5 � Student‑AI interaction: Socio‑emotional interaction

4.5.1 � Teacher support for building students‑AI relationship

Instruction on AI ethics and AI experiences in daily life were found to be two cru-
cial supports needed to enhance student-AI socio-emotional interaction. Teachers 
described that the AI ethics education aims to establish students’ moral sensitiv-
ity toward AI in which students’ ethical grounding can be embedded in the selec-
tion, design, deployment, and use of AI as well as decision-making driven by AI. 
Teachers particularly highlight that it is crucial to educate students not only about 
the possible ethical and emotional harm caused by AI or misuse of AI but also the 
importance of humans’ ethical values on shaping technology, which in turn shapes 
individual lives and society.

Students should be fully aware of ethical challenges when AI is misused. At the 
same time, they should be mindful that they are the ones who shape and develop 
AI. AI will learn what they speak to AI and how they behave to AI and that learning 
results will come back to them (P5).

Teachers further pointed out that it is vital to provide students with AI experi-
ences in daily life to enhance their awareness of AI, sensitivity to its applications, 
and become familiar with AI. In addition, teachers find the opportunity to build 
authentic connections between students’ AI experiences and AI ethics instruction.

Students often imagine that AI exists only in the movie and assume that AI has 
nothing to do with them. So I often share examples of how AI is already used in 
our everyday lives, including Google search, smart home devices like smart 
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refrigerators, Netflix and Youtube recommendation engine, and even robot barista! 
We then further discuss how AI might impact their parents and their jobs in the 
future. Students actively say their opinions about how technology should be used 
and even talk about ethical and legal impacts (P4).

4.5.2 � AI attributes as a learning mate

First, teachers perceived that the element of gamification could positively enhance 
students’ participation, engagement, and continuity in SAC and the SAC perfor-
mance. This view is in line with earlier research which found gamification is an inte-
gral part of students-technology interaction to improve engagement, participation, 
and continuity of individuals to support learning processes and improve learning 
outcomes (Caporarello et al. 2019). In this regard, Dalmazzo and Ramirez (2017) 
utilized gamified interactions between students and an automatic tutoring system to 
provide students with adaptive learning guidance.

Second, teachers suggested that AI should be engaged in educationally meaning-
ful socio-emotional interaction with students; AI should be designed with an under-
standing of students’ affective domain in mind. For instance, P1 expressed:

Teaching is not simply about building students’ knowledge. AI should interact 
educationally meaningfully with students, encourage them to overcome their difficul-
ties and achieve the task, and motivate students to try once again when they insist 
that they would not be able to solve the problems. In this regard, educational AI 
engineers need a deep understanding of students’ affective and psychology domains.

Their views are corroborated by existing studies suggesting that AI needs to be 
equipped with a theory of mind which would make it possible to recognize and 
understand emotions, infer intentions and predict behavior to build and maintain 
relationships, communicate effectively, and work collaboratively with humans to 
achieve common goals (Cuzzolin et al., 2020; Riedl, 2019).

4.6 � Student‑AI interaction: Artifact‑mediated interaction

4.6.1 � Intuitive interface of AI

Intuitive AI interface/hardware can even be suitable for students with no prior expe-
rience. In particular, primary school teachers expressed that the interface itself needs 
to be a powerful medium for expression and support students in working on the task 
without requiring additional manual books to figure out how the AI system works 
out.

In addition, teachers highlight that AI interface/hardware design should make the 
task execution process both by students and AI intuitive, particularly through inter-
active visualization. For instance, P1 said:

Synchronization is needed between students and the machine learning algo-
rithms to create a framework for accessing knowledge and teaming up to direct the 
search for knowledge and eventually act for the shared goals. AI interface should 
integrate visual information production or processing panel to visualize the most 

6084 Education and Information Technologies (2022) 27:6069–6104



1 3

information-intensive pathway for exchanging information between students and 
artificial agents.

4.6.2 � Availability of diverse digital tools

Teachers expressed the need for an AI interface that is rich in the pool of digi-
tal tools to make the SAC process more interactive and learners more active and 
engaged in executing the task. Especially, teachers associate this need to create a 
classroom for accommodating a diverse range of skills, needs, and interests of stu-
dents. Accordingly, students work and collaborate with AI in varied methods and 
strategies to execute the task. For instance, P3 shared students’ use of AutoDraw in 
different cases as follows:

Students used AutoDraw’s iconic images, screen-captured them, and worked on 
Powerpoint to further edit  them with texts and other images to make a poster for 
nature protection in a science class. In Korean class, students downloaded their 
works on AutoDraw and worked on Word to write a story to make a book. In times 
of a whole-class discussion, students captured individual work and shared it on 
Miro, an online whiteboard and visual collaboration platform. Can’t all of these 
works be done on Autodraw?

4.7 � Environment: Learning space

4.7.1 � Flexible classroom design

Teachers expressed that SAC can take place not only in the digital learning environ-
ment but also in the actual classroom. To support new ways of learning that may 
occur in SAC, classroom spaces should embrace adaptability (students-adaptable 
space) and convertibility (repurposing space like a classroom becoming a computer 
lab, art studio, or  gym) which promotes effective collaboration amongst students as 
well as SAC.

SAC-related learning activities can take place in different subjects. The class-
room should be flexible enough to turn to a science lab where students can work on 
simulation with AI on a laptop from a music studio where students collaboratively 
work on song-making with AI and their peers (P1).

4.7.2 � Digital learning environment

Adequate digital infrastructure should be equipped to facilitate SAC. To do so, 
teachers first mentioned that the school should be equipped with secured wireless 
networks to connect and facilitate real-time interactions among students, teachers, 
AI, and other mobile devices via broadband to cloud-based tools and platforms. 
Moreover, the security and privacy of networks are increasingly important in learn-
ing,  secure authentication and access control should be an integral component of 
the school wireless networks architecture (Zhu et al., 2020).
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Second, the 1:1 device to student ratio is found to be essential. To support stu-
dents’ consistent and immediate access to digital content, simultaneous online col-
laboration inside/outside the classroom resources, and systematic collection of stu-
dents’ data for  personalized learning, teachers consider providing school-owned 
one-to-one devices, rather than bring your own device (BYOD) policy. The BYOD 
system makes it virtually impossible for teachers to monitor whether all students can 
access the same material at the same speed as each other, and also causes problems 
when outdated devices fail. In addition, teachers prefer portable and lightweight 
devices over desktop PC, meaning that a dedicated computer lab is not needed to 
access technology.

Third, a cloud-based learning platform that collects, analyzes, and processes data 
generated from various interactions (i.e., between students-AI, AI-other existing dig-
ital tools, students-students, students-teachers-AI) is required to adapt and personal-
ize to each learner to give the optimal learning environments. It should, however, be 
noted that teachers underline that the newly developed AI system should make syn-
ergy and combination with other existing digital learning applications such as LMS, 
digital textbooks, and educational administration systems. S4 well reflects this view:

Such a platform will generate an immense volume of data. If the outputs and data 
cannot be transferred automatically into the existing NEIS2 system, who will then 
take this job? Me, an informatics teacher? That will add another work for teachers, 
while AI should automate teachers’ repetitive tasks.

4.8 � Environment: Institution

4.8.1 � Systematic AIED policy

The prerequisites for successful AI applications at the ground level are not only 
technical in nature. The establishment of long-term systematic AIED policy nation-
wide that add a value of AI applications in education and implement AIED strategi-
cally were found to be the most-in-demand by teachers.

First of all, a system-wide vision and strategic priorities that the nation aspires 
to achieve with AIED need to be formulated. In particular, teachers advised that the 
government needs to shape the AIED vision based on an in-depth understanding of 
students’ learning and development processes and of the impacts that AI will make 
on learning rather than simply highlight international education trends  and market 
demand. Teachers then expected the government to communicate with them about 
what are and what are not desirable outcomes of AI-enhanced learning to increase 
their understanding of how to address SAC in the learning context, and complement 
and augment student capabilities through SAC. Following the aforementioned sug-
gestion, there is a need for a master plan to inform about a coherent curriculum that 

2  NEIS stands for the National Education Information System. NEIS sought to centralize the personal 
data of students from primary and secondary schools across the country. Twenty-seven categories of per-
sonal information, including data on students’ academic records, medical history, counseling notes, and 
family background, are consolidated in NEIS servers maintained by local education agencies.
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clearly defines sets of learning objectives across the school and grade level, utilizing 
AI in education management to support personalized resources and outcomes, and 
assessment methodologies on multiple dimensions of competencies and outcomes 
driven from student-AI interaction during learning.

At the other spectrum, teachers emphasized that the government should set inter-
sectoral governance and coordination mechanism to make concerted effort among 
different stakeholders (i.e., students, teachers, parents, policymakers, researchers, 
and EdTech providers) and maximize their cross-sector collaboration and resource 
sharing to truly build ‘educational AI’ and ensure safe and effective implementation 
of AIED. S1 highlights this view as follows:

Government-schools-research institution-Edtech companies all need to work 
closely to develop AI itself as well as implement AIED. Especially, AIED collabo-
ration councils consisting of stakeholders and other experts should be established 
to facilitate virtuous circles of collaboration. Schools need to voice their demands 
and preference in AI development and necessary educational programs to external 
stakeholders on an ongoing basis and they can provide useful feedback throughout 
the implementation of a change initiative.

Her quotes indicate that teachers call for the establishment of a central governing 
board supporting and overseeing the policy implementation, a coordination body to 
manage the partners and collaboration, and a team of representatives charged with 
implementing the policy (UNESCO, 2019b).

4.8.2 � Flexible school system

Teachers anticipate that AI will accelerate personalized learning as its technol-
ogy develops rapidly. In this context, they suggest that students are better grouped 
according to competencies within the subject in the school. To do so, teachers 
emphasized that the school systems should shift from generic ‘education level’ to an 
emphasis on subjects. For instance, P3 said:

AI works with students at a level appropriate to their domain knowledge. 
Although students in the same class work on the same AI platform to solve math 
problems, one works at an advanced level and the other one works at the begin-
ner level. For teachers to better orchestrate and support students at their level, the 
school system needs to allow students to selectively learn necessary subjects accord-
ing to their level of domain specific knowledge and their preference.

4.8.3 � Teacher capacity building in AIED

The government needs to plan training programs and continuous supports to develop 
teachers’ AI knowledge that is rapidly evolving and to enable them to apply AI to 
their practice. Although participating teachers are all leading teachers in AIED, they 
expressed a strong need to update them with the latest AI knowledge and curriculum 
design capacity from experts in different fields, including AI engineering, statistics, 
mathematics, and education, to be able to interpret the output of an AI and translate 
it into meaningful feedback to students during SAC process as well as apply AI in an 
educationally meaningful way.
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Students often come up with challenging questions that require a deep under-
standing of mathematics, statistics, and new techniques in AI. So I decided to attend 
open lectures at universities and workshops run by an EdTech company to learn 
(S1).

4.9 � Environment: Culture

4.9.1 � Culture of collaborative learning

Teachers perceived that it is essential to establish a culture of collaborative learn-
ing as the basis to drive a profound implementation of SAC. Throughout the inter-
views,  teachers expected students to develop, through teaching and learning AIED, 
the skills and attitudes that enable collaboration with peers and technologies, which 
is well reflected in the assessment area as well. They, however, experienced barri-
ers in forming a collaborative learning culture among colleague teachers although 
it is most pertinent for co-design, implementation, and assessment of AI learning. 
Particularly, secondary school teachers pointed out that portraying teaching and 
learning AI as the learning boundary of one specific subject such as informatics or 
science and technology blocks dialogue among teachers in a wide-area subject. In 
this regard, teachers suggest supporting teachers’ professional learning communities 
composed of different subject teachers to understand the broader values of individ-
ual subjects, share information and knowledge openly and identify effective AIED 
practices across the subjects.

4.9.2 � Safe to fail

For the goals of SAC to be achieved, teachers highlighted creating a safe to fail 
environment that supports learning from failure, and developing students’ mindset 
of ‘have a go’ needs to be embedded in the classroom. Teachers criticized exist-
ing schoolwork and assessment practices that have been performed toward attain-
ing higher scores on a school’s standardized exams and solving standard problems 
within the classroom. Such classroom culture does not easily allow to make failures 
and appreciate problems or their alternative solutions. In contrast, teachers expected 
students to frame and value failure as an integral part of learning instead of a hin-
drance that slows their pace of work through SAC on learning tasks. For instance, 
P5 said:

I strongly encourage students to make mistakes, or even allow them to experi-
ence failure during SAC. Creating such an atmosphere and culture is important for 
them to treat failure as productive and try different ways to solve problems with AI 
and their friends. Also, they learn to appreciate or analyze the feedback that failure 
offers.

This notion is supported by the study of Nachtigall et  al. (2020) arguing 
that a culture of trial and error scaffolded by teachers helps failure to  become a 
learning opportunity.
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4.10 � SAC co‑evolution

Teachers anticipated that students would develop collaboration with AI through 
three principal stages: (1) learn about AI, (2) learn from AI, and (3) learn together. 
First of all, students begin with little understanding of AI itself, the goals of SAC 
on learning tasks, and the collaboration process. Therefore, at this stage, teachers 
mainly focus on developing students’ understanding of AI, directing them in the 
procedural use of AI through step-by-step task execution and fostering a positive 
attitude toward AI. Students are not likely to relate  SAC to the scope outside of the 
instructional setting in a specific domain.

In the second stage, students experiment and apply SAC for building knowledge 
and solving authentic problems and real-life tasks. In doing so, students develop 
strategic ways of working and interacting with AI and formulate supportive relation-
ships. At this stage, teachers need to design learning activities that require the use of 
knowledge from different subject domains for SAC whereby students can actively 
test and examine exploration and independent use of AI.

Although teachers expressed the final stage as a seemingly far-fetched scenario, 
but envision it as a plausible pathway with rapid technological change. At the final 
stage, teachers expected that AI would serve diverse roles in learning and teaching 
and bring new forms of school systems that resonated with OECD (2020)’s notion 
of future school scenario 3: schools as learning hubs. In this scenario, personalized 
learning will be strengthened within a framework of collaborative work. Students 
interact with AI for higher-order learning activities in the context of broader learn-
ing ecosystems, leveraging resources of external institutions (e.g., museums, librar-
ies, technological hubs, etc.).

Someday in the future, a form of Minerva school would become apparent in the 
realm of public education whereby students are taught subject knowledge online 
both by human teachers and AI teachers while they are actively performing in 
diverse problem-solving projects, engage in a whole community offline, and develop 
higher-order thinking (S3).

5 � Conclusion

Through situating the teachers’ views on the nexus of theory and practice, the study 
provided a better understanding of how to design and support SAC in four dimen-
sions: (1) curriculum, (2) student-AI interaction, (3) learning environments, and (4) 
SAC development. Nonetheless, we emphasize that this study’s findings are prelimi-
nary to understand SAC in the learning context. The study, therefore, is not target-
bound but steps into a point for discussion and suggestions to better design SAC for 
students’ meaningful learning.

First of all, teachers in the study designed SAC on a learning task in their class 
while they aimed to augment students’ competencies that go well beyond the knowl-
edge and skills typically measured by schools’ standardized tests. These competen-
cies include improved understanding of complex concepts in the subject, connec-
tions among ideas, processes, and learning strategies, as well as the development 
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of problem-solving, visualization, data management, communication, and collabora-
tion skills. These findings echo with the concept of intelligence augmentation (IA) 
coined by Engelbart (1962), highlighting that AI should be developed to supplement 
or support human intelligence rather than attempt to imitate/replicate or replace 
human cognitive functions and operate independently. In support of this argument, 
this study calls for educational AI developers to understand the importance of stu-
dents’ capacities (e.g., creativity) that need to be nurtured through the interaction 
with AI (Hassani et al., 2020; Zheng et al., 2017). Educational AI that interacts with 
students should better be developed to help them to do more than they are currently 
capable of doing. AI should encourage students to fully accomplish learning tasks 
on their own (to be  autonomous learners) by externalizing their ideas, extending 
their perspective through a massive volume of data analysis, and providing new 
experiences enhancing their affective domain in learning (e.g., learning motivation, 
the joy of learning, and self-efficacy). For instance, Grammarly, the writing correc-
tion AI software, can help academic authors excel in writing skills by suggesting 
better ways of phrasing sentences rather than merely detecting and replacing the 
grammar errors by an author.

In line with the IA-directed AI development in education, this study directs teach-
ers to pay more attention to instructional strategies for integrating AI to improve stu-
dents’ thinking skills (e.g., CT, critical thinking, creativity and imagination, and ana-
lytical thinking), rather than merely focusing on coding/programming and creating 
neural networks. Although teachers in this study highlighted a digital capacity such 
as programming literacy and data analysis, their underlying notion around under-
standing AI operations and concepts and applying them to gather, evaluate, and use 
information was meant to enhance students’ higher-order thinking. Along this way, 
teachers actively support students with CT-related activities (e.g., debugging AI 
models and error analysis) to better understand AI, interact with AI and solve prob-
lems collaboratively with AI. This reflects that the teachers perceive CT as a corner-
stone for students’ cognitive development as well as a logical way of thinking for 
learning and acting with AI. In support of the existing studies highlighting that using 
technology for drill and practice generally has been found to be less effective than 
using technology for more constructivist purposes such as writing, research, collab-
oration, analysis, and publication (Warschauer & Matuchniak, 2010), this study rec-
ommends teachers’ training programs to enable teachers to build substantial under-
standing and experience on subject-specific AI applications integrated with CT 
and AI-driven instructional design. While discussions on CT skills were narrowly 
positioned within the field of computer science or STEM-related subjects (Barr & 
Stephenson, 2011; Lee et al., 2020), this study moves CT forward to be extensible 
and embedded across disciplines. Yet, its concept, components, and detailed skills 
should be well understood and contextualized within a subject-specific context, its 
learning goals, and learning activities together with a range of different teaching and 
learning approaches underpinning AI of each subject. The development of teachers’ 
instructional competencies would help students to augment high-level thinking with 
AI and have educationally meaningful interaction with AI. Furthermore, this study’s 
findings highlighted the importance of co-design for AIED curriculum planning 
and co-assessment on SAC performance on learning tasks. In this regard, teacher 
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educators should develop a necessary toolkit/guideline of resources and activities 
for structuring co-design of AIED curriculum among teachers from various subjects 
and provide support and make improvements along the way.

Furthermore, this study found a strong need for a system-wide policy that orches-
trates top-down and bottom-up reflection. Teachers expressed that top-down reflec-
tion needs to orchestrate what learning the nation expects AI to support, what 
education system we sought to build, and what roles that different stakeholders 
are expected to play to achieve desired goals of AIED by taking into account evi-
dence about areas of both the AI’s strengths and weakness in students’ learning. 
In this regard, educational policymakers are called upon to specifically and explic-
itly address questions related to shaping a newly developing educational system by 
adopting AI, incorporate the best and safeguarding against the unknown or harmful 
dimension if such are found, and offer a structured format to those reflections with 
the expectation of actionable outcomes. On the other hand, policy should support 
bottom-up coordination to maximize cross-sector collaboration and resource shar-
ing among different stakeholders in which schools’ ongoing needs and challenges 
are discussed and educationally meaningful AI and pedagogical practices can then 
be designed via academia-public-private collaborative research and development 
(R&D). In this regard, promoting opportunities for sustained investment in AIED 
R&D and for transitioning advances into practices at the ground level is on the call 
(Big Innovation Centre, 2020; UNESCO, 2021).

Although the present study can provide a springboard for other scholars and 
practitioners to further examine SAC in learning, there are a few limitations to be 
addressed in the future study. First, this study examined teachers’ perceptions among 
10 leading teachers in AIED, which may somewhat limit the generalizability of our 
results. Therefore, future research needs to apply the proposed framework in the 
study on a larger scale. Second, while this study proposes a new model to design and 
examine  SAC in the K-12 learning context, more research is needed to validate, fur-
ther refine and enrich the proposed model by applying and evaluating it on diverse 
subject classes and different school contexts. For instance, participating teachers in 
the study anticipated that  SAC might evolve over time from the stage of becoming 
familiar with AI to solving diverse learning tasks with AI, which then leads to dis-
ruptive changes in the education system. Reflecting on these findings, future studies 
can expand this area of research by analyzing current AIED learning design from 
the SAC co-evolution perspective, what instructional support and AI technologies 
need to be developed to support gradual evolution between students and AI, and 
what aspects of the educational system need to be adjusted to meet with the changes 
driven by SAC co-evolution in learning.
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Appendix 1 Summary of emergent themes

Category Themes Sub-themes Exemplary quotes

Curriculum (RQ1) Learning goal T1. Capacity 
building

Cognitive capacity The essential tool 
required to solve a 
complex problem 
of the future that 
students will face 
is thinking ability. 
As iron sharpens 
iron, students 
evolve collective 
intelligence with 
their friends so as 
with AI. They are 
learning how to 
address problems 
appropriately 
both to a human 
friend and AI, 
and they also 
need to critically 
evaluate solutions 
generated both by 
humans and AI. 
(S5)

Social capacity AI-involved learn-
ing tasks mostly 
require teamwork. 
During the collab-
oration process, 
they divide roles, 
take responsibil-
ity for a mistake, 
respect each other 
opinions, and 
successfully work 
toward a common 
goal with peers. 
(S3)

Digital capacity Students are learn-
ing AI thinking 
that goes beyond 
what computa-
tional thinking 
offers. They 
become familiar 
with data process-
ing and ideas 
behind deep learn-
ing and cognitive 
computing. (S2)
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Category Themes Sub-themes Exemplary quotes

T2. Subject-matter 
knowledge 
building

Students seemed not 
well understand-
ing the concept 
of variation. But 
their understand-
ing of the ideas 
and concepts of 
variation taught 
in the class were 
reinforced through 
the composition-
activity with AI 
like Google Doo-
dles and AIVA. 
(P1)

Content T3. Interdiscipli-
nary learning

Students learn about 
and expose to AI 
in informatics 
very few times, go 
to the next class 
and come back to 
the informatics 
class after new 
weeks with empty-
minded of AI. A 
more integrated 
curriculum that 
enhances students’ 
consistent use of 
AI and diversifies 
experiences in AI 
for learning. (S3)

T4. Authentic 
problems and 
tasks

Students developed 
an AI model of 
predicting the 
future of Antarc-
tica’s melting 
glaciers after 
some trial and 
error with peers 
and AI. (S4)
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Category Themes Sub-themes Exemplary quotes

T5. Creative tasks There were moments 
that students won-
dered about AI’s 
suggestions and 
felt disappointed 
about its inability 
to recognize their 
drawing, but it 
was interesting to 
see how they were 
developing stories 
by connecting 
their sketch and 
AI’s suggestion. 
(P5)

Assessment T6. Process-ori-
ented assessment

Students are not AI 
developers so their 
technical skills are 
not the main area 
of assessment. I 
pay more atten-
tion to how they 
understand and 
apply the content 
knowledge in a 
subject domain to 
solve problems as 
well as the process 
of data collection 
and processing. 
(P2)

T7. Collaboration 
performance

How they helped 
teammate each 
other and per-
formed individual 
roles in complet-
ing the tasks are 
also assessed. (P5)

Student-AI Inter-
action (RQ2)

Cognitive interac-
tion

T8. Teacher sup-
port for students

Instruction on AI 
principles

Teaching AI prin-
ciples, concepts 
and mechanisms 
is important to 
decide what to 
expect from AI and 
what they should 
do with AI. (S3)

Data literacy The ability to 
contextualize and 
interpret data 
allows students to 
critically question 
AI suggestions. 
(S2)
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Category Themes Sub-themes Exemplary quotes

Debugging AI 
model and error 
analysis

Students improve 
both techniques 
and domain 
knowledge as they 
reflect and reason 
about what was 
wrong during 
SAC. (S5)

T9. AI offering 
an instructional 
scaffolding

AI should more pro-
actively interact 
with students by 
asking specific 
questions to scaf-
fold the research 
process, instead of 
simply answering 
questions asked by 
students. (P3)

Social interaction T10. Teacher sup-
port for building 
students-AI 
relationship

AI ethics educa-
tion

Establishing their 
ethical grounding 
is crucial in high-
lighting the risks 
of Educational 
efforts might be 
beneficial in high-
lighting the risks 
of malicious intent 
or adversarial 
data input. (S4)

AI experiences in 
daily life

As they interact with 
the classroom AI 
speaker and robot 
vacuum cleaner, 
they become more 
aware that AI has 
assimilated into 
their everyday life 
than they have 
assumed. They 
then take more 
seriously about the 
challenges it posed 
and consider how 
they might make 
a difference to 
make responsible 
engagement with 
AI. (P4)
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Category Themes Sub-themes Exemplary quotes

T11. AI attributes 
as a learning 
mate

Gamification Educational AI 
should make 
students feel 
interesting and fun 
of learning and 
entertaining learn-
ing process. (P3)

Understanding 
of students’ 
psychological 
characteristics

I let one of my stu-
dents struggle with 
the math, with 
little or no success 
at school tests, 
to work with the 
AI math platform 
after the class. He 
didn’t seem to like 
it since he was left 
alone to do extra 
works. But after 
some hours with 
AI, he became 
delighted by being 
told by AI that he 
is clever enough 
doing the math 
really well and is 
improving on his 
math scores. (P5)

Artifact-mediated 
interaction

T12. Intuitive 
interface of AI

A kind of AI that 
students mostly 
experience in 
school is an 
algorithm-based 
AI, not the physi-
cally embodied AI 
in a robot. They 
can’t interact with 
their bodies with 
AI. So I think the 
interface serves as 
a bridge between 
students and AI. 
Designing an 
interface that 
helps students 
understand the AI 
task performance 
process would less 
puzzle and com-
plicate them on 
the task execution 
process. (P2)

6096 Education and Information Technologies (2022) 27:6069–6104



1 3

Category Themes Sub-themes Exemplary quotes

T13. Availability 
of diverse digital 
tools

Can’t a function of 
Word, PowerPoint, 
video-production, 
or many others be 
together? (P3)

Environment 
(RQ3)

Learning
space

T14. Flexible 
classroom design

Desks and chairs 
should be move-
able first. Depend-
ing on the type 
of SAC-related 
learning activity, 
students may per-
form it individu-
ally or be engaged 
in group work, 
or even flexibly 
switch from one 
another. (S1)

T15. Digital learn-
ing environment

1:1 device to 
student ratio

When a student 
opens their desig-
nated device, their 
account appears 
straight away and 
they only need to 
input their pass-
word to access 
the AI platform. 
This is so much 
easier and faster 
than using shared 
devices. (P4)

Secured wireless 
network

Without Wi-Fi at 
school, students 
cannot access and 
store their works 
in the cloud-based 
AI platform. Stu-
dents are buffered 
in data processing 
which delays the 
interaction and 
task process with 
AI. Also, they 
cannot quickly and 
easily share their 
works with peers. 
(S5)
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Category Themes Sub-themes Exemplary quotes

Cloud-Based 
Learning plat-
form

Cloud-based learn-
ing platform that 
offers a wide 
range of learn-
ing tools and 
adequately col-
lects and analyzes 
data generated 
through interac-
tions between 
friends, teachers, 
communities, and 
technologies in 
learning is essen-
tial. (S2)

Institution T16. Systematic 
AIED policy

A system-wide 
vision and strate-
gic priorities

The clear goals and 
direction of AIED 
need to be set so 
that teachers can 
be committed to 
aspired learning 
goals that AI can 
make for students. 
(S4)

A master plan 
for curriculum 
design, use of 
AI in education 
management, 
and assessment

A sort of roadmap 
on what to be 
taught to students 
needs to be 
shared with every 
school. Otherwise, 
students who were 
offered AIED in a 
specific school can 
only be advanta-
geous. (P5)

Interdisciplinary 
planning and 
inter-sectoral 
governance

The private sec-
tor needs more 
consideration of 
the pedagogi-
cal aspect of AI 
design rather than 
concentrating on 
the need for com-
mercial advantage 
and quick profit. 
There is no room 
for collaboration 
among schools, 
industry, and 
academia. (P2)
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Category Themes Sub-themes Exemplary quotes

T17. Flexible 
school system

If the school aims 
to use AI to best 
support personal-
ized learning, 
school structures 
and curricular 
approaches should 
allow students 
to have a choice 
in subjects and 
pursue areas 
of strength and 
interest to create 
a personalized 
learning path and 
make connections 
across learn-
ing with AI and 
human teachers.

T18. Teacher 
capacity building 
in AIED

Most teachers in 
my school do not 
feel comfortable 
designing and 
teaching with 
digital tools and 
AI. I think it would 
be a great burden 
if I am told to 
teach English one 
day. More training 
needs to be offered 
to teachers to 
know about how 
to utilize AI and 
apply it in their 
classes. (S5)

Culture T19. Culture of 
collaborative 
learning

The reason that I 
employed peer 
assessment is that 
I wanted students 
to listen actively 
to their peers’ 
practice on SAC 
and learn from 
them. This needs 
to go the same 
for teachers. We 
need to establish 
a collaborative 
atmosphere to 
design the lesson 
with other teach-
ers and reflect 
on each other’s 
practice. (S4)
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Category Themes Sub-themes Exemplary quotes

T20. Safe to fail We have a class rule 
of not blaming 
friends for making 
an error when they 
work on building 
an AI model in the 
group. Instead, 
we ask each other 
what have you 
learned from 
making errors and 
fixing errors. (S1)

Co-evolution
(RQ4)

T21. Learn about 
AI

At first, students 
come into the class 
unknown of AI. As 
we don’t expect 
students who don’t 
even know how to 
bounce the ball 
to compete in a 
basketball match, 
students need to 
learn from the 
basic concept and 
principle of AI and 
apply AI to solve 
the structured 
problems. (P4)

T22. Learn from 
AI

As students gradu-
ally develop their 
skills to control 
and appropriately 
address the errors 
generated from 
the AI model, 
they are more 
deeply engaged in 
learning with AI 
by solving real-
world problems 
together with AI, 
and also reviewing 
and critiquing 
the AI suggested 
outcomes. (S5)

T23. Learn 
together

The entire commu-
nity is connected 
and actively 
engaged in sup-
porting students’ 
learning via AI. 
(P5)
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