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UNESCO Education Sector

Education is UNESCO's top priority because

it is a basic human right and the foundation
on which to build peace and drive sustainable
development. UNESCO is the United Nations’
specialized agency for education and the
Education Sector provides global and
regional leadership in education, strengthens
national education systems and responds

to contemporary global challenges through
education with a special focus on gender
equality and Africa.
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The Global Education 2030 Agenda

UNESCO, as the United Nations’ specialized
agency for education, is entrusted to lead and
coordinate the Education 2030 Agenda, which is
part of a global movement to eradicate poverty
through 17 Sustainable Development Goals by
2030. Education, essential to achieve all of these
goals, has its own dedicated Goal 4, which aims to
“ensure inclusive and equitable quality education
and promote lifelong learning opportunities for
all.” The Education 2030 Framework for Action
provides guidance for the implementation of this
ambitious goal and commitments.
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SHORT SUMMARY

Al and education:
Promise and implications

Artificial Intelligence (Al) has the potential to address some of the biggest
challenges in education today, innovate teaching and learning practices,
and ultimately accelerate the progress towards SDG 4. However, these rapid
technological developments inevitably bring multiple risks and challenges,
which have so far outpaced policy debates and
regulatory frameworks.

This publication offers guidance for policy-makers on
how best to leverage the opportunities and address
the risks, presented by the growing connection
between Al and education.

Al in education is
expected to be worth

$ 6 billion

by 2024

It starts with the essentials of Al: definitions,
techniques and technologies. It continues with

a detailed analysis of the emerging trends and
implications of Al for teaching and learning, including
how we can ensure the ethical, inclusive and
equitable use of Al in education, how education can
prepare humans to live and work with Al, and how

Al can be applied to enhance education. It finally
introduces the challenges of harnessing Al to achieve SDG 4 and offers
concrete actionable recommendations for policy-makers to plan policies and
programmes for local contexts.

‘Since wars begin in the minds of
men and women it is in the minds of
men and women that the defences
of peace must be constructed.’
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Foreword

The rapid development of Artificial Intelligence (Al)

is having a major impact on education. Advances in
Al-powered solutions carry enormous potential for
social good and the achievement of the Sustainable
Development Goals. Making this happen requires
system-wide policy adjustments and calls for robust
ethical oversight as well as in-depth engagement with
practitioners and researchers globally.

Policy-makers and educators have entered uncharted
territory that raises fundamental questions on how the future
of learning will interact with Al. The bottom line is that the
deployment and use of Al in education must be guided by
the core principles of inclusion and equity. For this to happen,
policies must promote equitable and inclusive access to Al
and the use of Al as a public good, with focus on empowering
girls and women and disadvantaged socio-economic groups.
The growing use of novel Al technologies in education will
only benefit all of humanity if - by design — it enhances
human-centred approaches to pedagogy, and respects
ethical norms and standards. Al should be geared to

improving learning for every student, empowering teachers
and strengthening learning management systems. Beyond
this, preparing students and all citizens to live and work safely
and effectively with Al is a shared challenge at global level.
Future learning and training systems must equip all people
with core Al competencies, including understanding of how
Al collects and can manipulate data, and skills to ensure
safety and protection of personal data. Finally, Al by nature
transcends the sectors, the planning of effective Al and
education policies requires consultation and collaboration
with stakeholders across disciplines and sectors.

UNESCO has been playing a lead role in fostering dialogue and
knowledge in all these areas with key public and private sector
players. A number of events and publications have raised
awareness of the extensive opportunities and implications of
Al for education, and helped Member States begin to respond
to complex challenges. In 2019, the relationship between Al
and sustainable development was explored at‘Mobile Learning
Week; the United Nations’flagship event on Information and
Communication Technology in education.

The same year, in cooperation with the Government of
the People’s Republic of China, UNESCO organized the
‘International Conference on Artificial Intelligence and
Education’in Beijing under the theme ‘Planning Education
in the Al Era: Lead the Leap’ This conference examined the
system-wide impacts of Al on education, and it was here

that the Beijing Consensus
was adopted and released
as the first-ever document
to offer recommendations
on how best to harness

Al technologies for
SDG4-Education 2030.

The Beijing Consensus
notably recommends that
UNESCO develop guidelines
and resources to support
the capacity-building of
education policy-makers and the integration of Al skills
into ICT competency frameworks. More broadly, it calls
on UNESCO to take a holistic approach to strengthening
international cooperation in the field of Al and education
with relevant partners.

'Al and education: Guidance for policy-makers' is developed
within the framework of the implementation of the Beijing
Consensus, aimed at fostering Al-ready policy-makers

in education. It adds to the growing body of UNESCO's
intellectual work in the field, and will be of interest to a
range of practitioners and professionals in the policymaking
and education communities. It aims to generate a shared
understanding of the opportunities offered by Al for
education, as well as its implications for the essential
competencies required by the Al era. It presents a benefit-risk
assessment to provoke critical thinking on how Al should
be leveraged to address the challenges of reaching the

SDG 4 targets, and how potential risks should be uncovered
and mitigated. It collects emerging national policies and
best practices on leveraging Al to enhance education and
learning. This publication can also be used as a guidebook
for the development of policies for Al and education, from
planning a humanistic and strategic objectives, to setting
out key building policy components and implementation
strategies.

It is therefore my hope that the key policy questions, analysis
of lessons learned, and the humanistic policy approach
shared herein will help governments and partners to deploy
Al in a way that transforms education and training systems
for the common good of society, and for an inclusive and

sustainable future.

Stefania Giannini
Assistant Director-General for Education
UNESCO
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List of acronyms and abbreviations
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AR Augmented Reality

AWE Automated Writing Evaluation

CNN Convolutional Neural Network

DBTS Dialogue-Based Tutoring System

DigComp European Digital Competence Framework
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ELE Exploratory Learning Environment
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LNO Learning Network Orchestrator
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ML Machine Learning
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OER Open Educational Resources
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SDG Sustainable Development Goal

STEM Science, Technology, Engineering, and Mathematics
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UNESCO United Nations Educational, Scientific, and Cultural Organization
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1. Introduction

Within just the last five years, because of some prominent successes and its disruptive
potential, artificial intelligence (Al) has moved from the backwaters of academic research
to the forefront of public discussions, including those at the level of the United Nations.
In many countries, Al has become pervasive in daily life - from smartphone personal
assistants to customer support chatbots, from recommending entertainment to
predicting crime, and from facial recognition to medical diagnoses.

However, while Al might have the potential to support the
achievement of the Sustainable Development Goals (SDGs)

of the United Nations, the rapid technological developments
inevitably bring multiple risks and challenges, which have so
far outpaced policy debates and regulatory frameworks. And,
while the main worries might involve Al overpowering human
agency, more imminent concerns involve Al's social and ethical
implications — such as the misuse of personal data and the
possibility that Al might actually exacerbate rather than reduce
existing inequalities.

Nonetheless, Al has also entered the world of education.
‘Intelligent; ‘adaptive’ and ‘personalized’ learning systems

are increasingly being developed by the private sector for
deployment in schools and universities around the world,
creating a market expected to be worth US$6 billion in 2024
(Bhutani and Wadhwani, 2018). Inescapably, the application
of Al'in educational contexts raises profound questions — for
example about what should be taught and how, the evolving
role of teachers, and Al's social and ethical implications.
There are also numerous challenges, including issues such

as educational equity and access. There is also an emerging
consensus that the very foundations of teaching and learning
may be reshaped by the deployment of Al in education.

All of these issues are further complicated by the massive shift
to online learning due to the COVID-19 school closures.

Accordingly, this UNESCO guidance seeks to help policy-
makers better understand the possibilities and implications
of Al for teaching and learning, so that its application in
educational contexts genuinely helps achieve SDG 4: Ensure
inclusive and equitable quality education and promote lifelong
learning opportunities for all.

However, we must also be aware that the connection between
Al and education will inevitably play out in very different

ways depending on the national and socio-economic
circumstances.

With Al'in general, the concern is that

if we continue blindly forward, we should expect to see

increased inequality alongside economic disruption, social

unrest, and in some cases, political instability, with the
technologically disadvantaged and underrepresented faring the
worst. (Smith and Neupane, 2018, p. 12)

This is no less a concern for Al and education. If Al is to
support SDG 4, there is also a need to provide low-cost
models for developing Al technologies, ensure that the
interests of low and middle income countries are represented
in key debates and decisions, and create bridges between
these nations and countries where the implementation

of Al is more advanced. This publication begins with a

brief introduction to Al - what it is and how it works - to
provide a foundation for an in-depth discussion of the
interaction between Al and education. This is followed by

an introduction to the multiple ways in which Al is being
used in education, together with a discussion about how

Al might enhance inclusion and equity, quality of learning,
education management, and pedagogy. This discussion also
considers how education might help all citizens develop the
skills needed for life and work in the Al era. The main strategic
objectives — harnessing the benefits and mitigating the risks
of Al for education — are then detailed, and the challenges

for achieving those objectives are explored. The guidance
concludes by proposing a set of recommendations, which are
designed to inform a comprehensive vision and action plans
for Al-and-education policies.
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2. Al essentials for policy-makers

2.7 The interdisciplinary nature of Al

The term ‘artificial intelligence’ was first used at a 1956 workshop held at Dartmouth
College, a US Ivy League university, to describe the "science and engineering of making
intelligent machines, especially intelligent computer programs" (McCarthy et al., 2006,
p. 2)'. Over the following decades, Al developed in fits and starts, with periods of rapid
progress interspersed with Al winters (Russell and Norvig, 2016).

All the while, definitions of Al multiplied and expanded, often
becoming entangled with the philosophical questions of what
constitutes ‘intelligence’and whether machines can ever really
be ‘intelligent’ To give just one example, Zhong defined Al as

a branch of modern science and technology aiming at the

exploration of the secrets of human intelligence on one

hand and the transplantation of human intelligence to
machines as much as possible on the other hand, so that machines
would be able to perform functions as intelligently as they can.
(Zhong, 2006, p. 90)

Pragmatically sidestepping this long-running debate, for the
purpose of this publication Al might be defined as computer
systems that have been designed

to interact with the world through
capabilities that we usually think

of as human (Luckin et al., 2016).
More detail is given by UNESCO's
World Commission on the Ethics of
Scientific Knowledge and Technology

(COMEST), who describe Al as Alibaba

Cloud

2.5 quintillion? bytes of data are created every day) and the
exponential growth of computer processing power (because
of Moore’s law, today’s mobile phones are as powerful as
supercomputers were 40 years ago). Big data and powerful
computers have both been essential to the successes of
machine learning because its algorithms depend on the
processing of millions of data points which, in turn, requires
enormous amounts of computer power.?

Interestingly, the machine learning algorithms that are
generating the most headlines - ‘deep learning’and
‘neural networks’ - have themselves been around for more
than 40 years. The recent dramatic achievements of Al

and its disruptive potential have come about because of

TABLE 1: Al-AS-A-SERVICE EXAMPLES

(loud-based Al tools to support the demands of businesses, websites, or
applications: https://www.alibabacloud.com

involving
Amazon AWS
machines capable of imitating

certain functionalities of

Pre-trained Al service for computer vision, language, recommendations, and
forecasting. It can quickly build, train and deploy machine learning models
at scale or build custom models with support for all the popular open-source
frameworks: https://aws.amazon.com/machine-learning

human intelligence, including

. . Baid
such features as perception, learning, ald

EasyDL

Supports customers to build high-quality customized Al models without having
to code: https://ai.baidu.com/easyd!

reasoning, problem solving, language
interaction, and even producing creative
work. (COMEST, 2019)

Google TensorFlow

An end-to-end open-source platform for machine learning, including an
ecosystem of tools, libraries and community resources that enables researchers to
share the state-of-the-art in machine learning and developers to easily build and
deploy machine-learning-powered applications: https://www.tensorflow.org

Currently, we are experiencing an Al

IBM Watson

renaissance, with an ever-increasing

Allows users to bring Al tools and apps to the data wherever it resides regardless
of the host platform: https://www.ibm.com/watson

range of sectors adopting the type
of Al known as machine learning,

Microsoft Azure

Includes more than 100 services to build, deploy and manage
applications: https://azure.microsoft.com

which involves the Al system

Tencent WeStart

analysing huge amounts of data.
This has come about as a result

Maps Al capabilities, professional talent and industry resources to support the
launch or enhancements of start-ups. It connects industry partners, disseminates
and applies Al technology in different industry sectors:
https://westart.tencent.com/ai

of two critical developments: the
exponential growth of data (IBM has
calculated that, due to the Internet
and related technologies, more than

Almost all of the world’s big technology companies, and many others, now offer sophisticated ‘Al-as-a-service’
platforms, some of which are open-source. These provide various Al building-blocks that the developers can
implement without having to write Al algorithms from scratch.


https://www.alibabacloud.com
https://aws.amazon.com/machine-learning
https://ai.baidu.com/easydl
https://www.tensorflow.org
https://www.ibm.com/watson
https://azure.microsoft.com
https://westart.tencent.com/ai

sophisticated refinements of these algorithms, together
with their easy availability ‘as a service] rather than because
of any fundamental new paradigm. In other words, it
might be argued that currently we are in the ‘age of
implementation”:

Much of the difficult but abstract work of Al research has
been done... the age of implementation means we will
finally see real-world applications. (Lee, 2018, p. 13)

Real-world applications of Al are becoming increasingly
pervasive and disruptive, with well-known examples

ranging from automatic translation between languages

and automatic facial recognition, used for identifying
travellers and tracking criminals, to self-driving vehicles

and personal assistants on smartphones and other devices

in our daily life. One particularly noteworthy area is health
care. A recent transformative example is the application of

Al to develop a novel drug capable of killing many species

of antibiotic-resistant bacteria (Trafton, 2020). A second
example is the application of Al to analyse medical imaging

- including foetal brain scans to give an early indication of
abnormalities,* retinal scans to diagnose diabetes,” and x-rays
to improve tumour detection.® Together, these examples
illustrate the potentially significant benefits of Al and humans
working in symbiosis:

When we combine Al-based imaging technologies

together with radiologists, what we have found is that

the combination of the Al technology and the radiologist
outperforms either the Al or the radiologist by themselves. (Michael
Brady, Professor of Oncology, University of Oxford, quoted in MIT
Technology Review and GE Healthcare, 2019)

This recent review further suggested that the application of
Al technologies may actually be ‘re-humanizing’ health care:

The growth of Al and automated processes often creates
concerns that the human touch will be removed from the
health-care delivery process. What the industry
is finding, however, is [that] the opposite is becoming true: Al can
extend the resources and capabilities of overworked health-care
professionals and vastly improve processes. (MIT Technology Review
and GE Healthcare, 2019)

Other increasingly common applications of Al include:

Auto-journalism
Al agents continually monitoring global news outlets
and extracting key information for journalists, and also
automatically writing some simple stories;

Al legal services
For example, providing automatic discovery tools, researching
case law and statutes, and performing legal due diligence;

Al weather forecasting
Mining and automatically analysing vast amounts of
historical meteorological data, in order to make predictions;

Al fraud detection
Automatically monitoring credit card usage, to
identify patterns and anomalies (i.e. potentially
fraudulent transactions);

Al-driven business processes
For example, autonomous manufacturing, market analysis,
stock trading, and portfolio management;

Smart cities
Using Al and the interconnected Internet of Things (loT) to
improve efficiency and sustainability for people living and
working in urban settings; and

Al robots
Physical machines that use Al techniques, such as machine
vision and reinforcement learning, to help them interact
with the world.

While each of these examples have significant positive
potential for society, we should not neglect to point out
that other applications of Al are more controversial. Two
examples are:

Autonomous warfare
Weapons, drones and other military equipment that function
without human intervention; and

Deep-fakes
Automatic generation of fake news, and the replacement of
faces in videos so that politicians and celebrities appear to
say or do things they never said or did.

In addition, we should also be careful when evaluating
many of the dramatic claims made by some Al companies
and the media. To begin with, despite headlines
announcing that Al tools are now ‘better’ than humans

at tasks such as reading texts and identifying objects in
images, the reality is that these successes are only true in
limited circumstances - for example, when the text is short
and contains enough required information for inference to
be unnecessary. Current Al technologies can also be very
brittle. If the data is subtly altered, for example, if some
random noise is superimposed on an image, the Al tool can
fail badly (Marcus and Davis, 2019).”
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2.2 A brief introduction to Al techniques

Each application of Al depends on a range of complex techniques, which require Al engineers
to be trained in higher-level mathematics, statistics and other data sciences, as well as
coding. Therefore, these techniques are too specialized to explore in depth here.? Instead, we
will briefly introduce some core Al techniques, followed by some typical Al technologies.

Classical Al

Much early orclassical Al variously known as‘symbolic Al
‘rule-based Al; or‘good-old-fashioned Al (GOFAI’), involves
writing sequences of IF... THEN... and other rules of conditional
logic, steps that the computer will take to complete a task.
Over decades, rule-based Al‘expert systems’' were developed
for a diverse range of applications, such as medical diagnostics,
credit ratings, and manufacturing. Expert systems are based

on an approach known as ‘knowledge engineering;, which
involves eliciting and modelling the knowledge of expertsin a
specific domain, a resource-intensive task that is not without
complications. Typical expert systems contain many hundreds
of rules, yet it is usually possible to follow their logic. However, as
the interactions between the rules multiply, expert systems can
become challenging to revise or enhance.

Machine learning

Many recent Al advances - including natural language
processing, facial recognition, and self-driving cars — have

been made possible by advances in machine-learning-based
computational approaches. Rather than using rules, machine
learning (ML) analyses large amounts of data to identify
patterns and build a model which is then used to predict future
values. It is in this sense that the algorithms, rather than being
pre-programmed, are said to be‘learning’

There are three main ML approaches: supervised, unsupervised,
and reinforcement. Supervised learning involves data that has
already been labelled - such as many thousands of photographs
of people that have been labelled by humans. The supervised
learning links the data to the labels, to build a model that can be
applied to similar data - for example, to automatically identify
people in new photographs. In unsupervised learning, the Al

FIGURE 1: THE RELATIONSHIP BETWEEN ARTIFICIAL INTELLIGENCE,
MACHINE LEARNING, NEURAL NETWORKS AND DEEP LEARNING.

Machine Learning

Neural Networks

Deep Learning

is provided with even larger amounts of data, but this time the
data has not been categorized or labelled. The unsupervised
learning aims to uncover hidden patterns in the data, clusters
that can be used to classify new data. For example, it may
automatically identify letters and numbers in handwriting by
looking for patterns in thousands of examples.

In both supervised and unsupervised learning, the model
derived from the data is fixed, and if the data changes, the
analysis has to be undertaken again. However, the third ML
approach, reinforcement learning, involves continuously
improving the model based on feedback - in other words, this
is machine learning in the sense that the learning is ongoing.
The Al is provided with some initial data from which it derives a
model, which is assessed as correct or incorrect and rewarded
or punished accordingly. The Al uses this reinforcement to
update its model and then it tries again, thus developing
iteratively (learning and evolving) over time. For example, if an
autonomous car avoids a collision, the model that enabled it
to do so is rewarded (reinforced), enhancing its ability to avoid
collisions in the future.

ML is so widespread today that it is sometimes thought to be
synonymous with Al, whereas it is actually a subset of Al. In fact,
there are still many Al applications that do not use ML, or at
least there is almost always some GOFAI (rule-based or symbolic
Al) in the background. For example, many common chatbot
applications are pre-programmed with human-defined rules
about how to reply to anticipated questions. In fact, like the
earlier expert systems,

Almost every Al product that you see today needs content

inserted directly by human experts. This may be expertise

harvested from linguists and phoneticians if the Al is using
natural language processing, from physicians in cases where the Al is
used in medicine, or perhaps even from experts in road trafficand
driving when the Al powers self-driving cars, and so on. Machine
learning could not create a full Al without the assistance of GOFAI
components. (Sauberlich and Nikolic, 2018)

Furthermore, it is important to recognize that ML does not

really learn in the sense that a human learns. Nor does it learn
independently. Instead, ML is entirely dependent on humans:
they choose, clean, and label the data; design and train the Al
algorithm; and curate, interpret, and make value judgements
about the outputs. For example, a breakthrough object-
recognition tool was said to identify pictures of cats in a database



of images, but actually the system only grouped together
objects that looked somehow similar, and it required a human to
identify one set of those objects as cats. Similarly, the ML used in
autonomous vehicles depends entirely on millions of images of
street scenes being labelled by humans. To a large extent, Silicon
Valley has outsourced this labelling to people around the world
(using systems like Amazon Mechanical Turk)® and to companies
in countries such as India, Kenya, Philippines and Ukraine.”° The
job of these new-economy workers is to trace by hand and label
each object (such as vehicles, road signs, and pedestrians) in
each frame of video captured by prototype autonomous vehicles
- data that the ML algorithm then analyses.

An artificial neural network (ANN) is an Al approach that is
inspired by the structure of biological neural networks (i.e. animal
brains). ANNs each comprise three types of interconnected

layers of artificial neurons: an input layer, one or more hidden
intermediary computational layers, and an output layer that
delivers the result. During the ML process, weightings given to
the connections between the neurons are adjusted in a process of
reinforcement learning and ‘back propagation; which allows the
ANN to compute outputs for new data. A well-known example
that uses an ANN is Google’s AlphaGo, which in 2016 defeated the
world’s leading player of the game Go.

The hidden layers are the key to the power of ANNs, but they
also bring an important constraint. It is usually not possible

to interrogate a deep neural network to determine how it
arrived at its solution. This leads to decision-making for which
the rationale is unknowable. Many companies are researching
ways in which such decisions can be opened up for inspection
(Burt, 2019), so that users might understand why a given
algorithm reached a particular decision — which is especially

A brief introduction to Al technologies

Together, all of the Al techniques described above have led

to a range of Al technologies, which are increasingly being
offered ‘as a service’ (see Table 1), and are being used in most
of the aforementioned applications. Al technologies, which are
detailed in Table 2, include the following:

Natural language processing (NLP)
The use of Al to automatically interpret texts, including
semantic analysis (as used in legal services and translation), and
generate texts (as in auto-journalism).

Speech recognition:
The application of NLP to spoken words, including
smartphones, Al personal assistants, and conversational bots in
banking services.

Image recognition and processing
The use of Al for facial recognition (e.g. for electronic
passports); handwriting recognition (e.g. for automated

important when ANNs and other ML techniques are being used
to make decisions that impact significantly on humans, such as
how much time someone should remain in prison. However,

as usual, this again complicates matters: "generating more
information about Al decisions might create real benefits, [but]
it may also create new risks" (Burt, 2019).

Deep learning refers to ANNs that comprise multiple
intermediary layers. It is this approach that has led to many of
the recent remarkable applications of Al (for example, in natural
language processing, speech recognition, computer vision,
image creation, drug discovery, and genomics). Emerging
models in deep learning include so-called ‘deep neural
networks’ (DNN), which find effective mathematical operations
to turn an input into the required output; ‘recurrent neural
networks’ (RNN), which allow data to flow in any direction, can
process sequences of inputs, and are used for applications such
as language modelling; and ‘convolutional neural networks’
(CNN), which process data that come in the form of multiple
arrays, such as using three two-dimensional images to enable
three-dimensional computer vision.

Finally, it is worth noting that many recent advances, especially
those centred on image manipulation, have been achieved by
what are called ‘generative adversarial networks’ (GANs). In a
GAN, two deep neural networks compete against each other

- one‘generative network’ that creates possible outputs and
one ‘discriminative network’ that evaluates those outputs. The
outcome informs the next iteration. For example, DeepMind'’s
AlphaZero used a GAN approach to learn how to play and win a
number of board games (Dong et al.,, 2017). Meanwhile, a GAN
trained on photographs has generated images of people who
look real but do not exist.' Other applications of this approach
are currently being studied.

postal sorting); image manipulation (e.g. for deep-fakes); and
autonomous vehicles.

Autonomous agents
The use of Alin computer game avatars, malicious
software bots, virtual companions, smart robots, and
autonomous warfare.

Affect detection
The use of Al to analyse sentiment in text, behaviour and faces.

Data mining for prediction
The use of Al for medical diagnoses, weather forecasting,
business projections, smart cities, financial predictions, and
fraud detection.

Artificial creativity
The use of Alin systems that can create new photographs,
music, artwork, or stories.
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TABLE 2: Al TECHNOLOGIES

Natural language Al to automatically generate texts (asin | Machine learning (especially deep NLP, speech recognition, and image Otter'?
processing (NLP) auto-journalism), and interpret texts, | learning), regression, and K-means. recognition have all achieved accuracy
including semantic analysis (as used in in excess of 90%. However, some
legal services and translation). researchers argue that, even with more
. i o i i i data and faster processors, this will  __
Speech recognition NLP applied to spoken worfis, including Mach.lne learning, especially a deep not be much improved until a new Al Alibaba Cloud'3
smartphones, personal assistants, and | learning recurrent neural network paradigmis developed.
conversational bots in banking services. | approach called long short-term
memory (LSTM).
Image recognition Includes facial recognition (e.g. for Machine learning, especially deep Google Lens™
and processing e-passports); handwriting recognition | learning convolutional neural networks.
(e.g. for automated postal sorting);
image manipulation (e.g. for deep-
fakes); and autonomous vehicles.
Autonomous agents Includes computer game avatars, GOFAI and machine learning (for Research efforts are focusing on Woebot'®
malicious software bots, virtual example, deep learning self-organizing | emergent intelligence, coordinated
companions, smart robots, and neural networks, evolutionary learning | activity, situatedness, and physical
autonomous warfare. and reinforcement learning). embodiment, inspired by simpler forms
of biological life.
Affect detection Includes text, behaviour and facial Bayesian networks and machine Multiple products are being developed | Affectiva'®
sentiment analyses. learning, especially deep learning. globally; however, their use is
often controversial.
Data mining for prediction | Includes financial predictions, fraud Machine learning (especially supervised | Data mining applications are growing | Research project'”
detection, medical diagnoses, weather | and deep learning), Bayes networks and | exponentially, from predicting shopping
forecasting, business processes and support vector machines. purchases to interpreting noisy
smart cities. electroencephalography (EEG) signals.
Artificial creativity Includes systems that can create new Generative adversarial networks (GANs), | GANs are at the cutting edge of Al, such | This Person Does
photographs, music, artwork, or stories. | a type of deep learning involving that future applications are only slowly | Not Exist'’
two neural networks pitted against becoming evident.
each other. GPT-3 (Brown et
An autoregressive language model al., 2020)
Autoregressive language models known as GPT-3 can produce impressive
that use deep learning to produce human-like text. However, despite
human-like text. appearances, the system does not
understand the text that it outputs.'®

2.4 Possible trends in Al developments: ‘Weak’ and ‘strong’ Al

While Al scientists started out with dreams of human-level
artificial general intelligence (AGI), known as strong Al, each of
the applications in section 2.1 are in fact examples of narrow

or weak Al (Searle, 1980). The domain in which each narrow
application operates is tightly constrained and limited, and the
Al cannot be directly applied elsewhere. For example, the Al used
to predict the weather is incapable of predicting movements in
the stock market, while the Al used to drive a car is incapable of
diagnosing a tumour. Nonetheless, although not‘intelligent’in a
human sense, each of these applications can often outperform
humans in efficiency and endurance, and by its ability to identify
significant patterns in huge amounts of data.

Although there have been some notable successes, it is
important to recognize that Al is still in its infancy. For
example, it is impossible to have a real conversation with
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one of the personal assistants on our smartphones or other
Al-powered household devices - instead, the Al responds
only, and often inaccurately, to specific commands. In other
words, while its performance of some functions (such as
finding patterns in data) is superior to that of human experts,
in others (such as holding an in-depth conversation), Al
performs below the level of a two-year-old child.'® In addition,
there are signs from across the world that, contrary to the
hyperbolic predictions, investment in Al technologies might
be cooling - not yet another Al winter, but Al's promised
potential all too often remains tantalisingly beyond the
horizon (Lucas, 2018). It has even been suggested that
progress in Al is soon to plateau (Marcus and Davis, 2019). For
example, autonomous vehicles safely navigating the streets of
Palermo or Delhi remain some decades away, while image-
recognition apps are still easily fooled (Mitchell, 2019).



A critical view of the capabilities and limitations of Al

It may be useful to consider Al in terms of three basic types of
achievement:

Al technologies that represent "genuine, rapid
technological progress", which mainly centre on ‘perception’
(including medical diagnosis from scans, speech to text, and
deep-fakes) (Narayanan, 2019);

Al technologies that are "far from perfect, but improving",
which mainly centre on automating judgements (including the
detection of spam and hate speech, and the recommendation
of content) (ibid.); and

Al technologies that are "fundamentally dubious', which
mainly centre on predicting social outcomes (including criminal
recidivism and job performance) (ibid.).

The key point is that, although deep neural networks have been
trained to complete some incredible tasks, there are many things
that they cannot do (Marcus and Davis, 2019). In particular, they
are not doing anything that is genuinely intelligent. Instead,

they merely induce patterns through statistics. Those

patterns may be opaquer, more mediated and more

automatic than historical approaches and capable of
representing more complex statistical phenomena, but they are still
merely mathematical incarnations, not intelligent entities, no matter
how spectacular their results. (Leetaru, 2018)

Furthermore, various studies have shown that ML techniques
that involve thousands of data variables or features, and
therefore require large amounts of resources and energy to
compute, can be little better than a simple linear regression that
uses only a few features and much less energy (Narayanan, 2019).

Nonetheless, what does distinguish today’s Al from previous
technological revolutions is the speed at which it has developed,
leading to novel technologies and transformative approaches
emerging almost every day, and its pervasiveness, impacting on

almost every aspect of modern life. To give just one impressive
example, researchers have developed an Al system using a trio
of deep-learning networks that outperforms human experts in
breast cancer prediction (McKinney et al., 2020).

In any case, there is some evidence that in many contexts the
successes of ML have been slightly exaggerated, and that the
rapid improvements we have seen are possibly hitting a ceiling.
For example, despite some extraordinary achievements, claims
that ML is now as accurate as humans in identifying objects

in pictures have two key limitations: they depend on (i) the
system having access to millions of labelled images, whereas

a young child only needs a few such images to reach the same
level of accuracy; and (ii) a loose interpretation of accuracy (in
one of the most publicized machine-vision competitions, an

Al tool is deemed successful if just one of its five suggestions is
correct) (Mitchell, 2019). In addition, as noted earlier, all of the
techniques that are currently fuelling the major advances in Al
(such as deep neural networks and ML) were first developed
several decades ago. In other words, while we continue to

see iterative refinements of existing techniques and new
applications, we are still waiting for the next big breakthrough.

Some experts argue that this will only happen when the
symbolic or rule-based techniques of so-called classical Al or
GOFAI are combined with the data-driven techniques. This
already happens in, for example, autonomous vehicles:

There are things that intelligent agents need to do that

deep learning is not currently very good at. It’s not very

good at abstract inference. It’s also not very good at
handling situations it hasn’t seen before and where it has relatively
incomplete information. We therefore need to supplement deep
learning with other tools. .. In my view, we need to bring together
symbol manipulation (i.e. rule-based Al) with deep learning. They
have been treated separately for too long. (Marcus interviewed by
Ford, 2018, p. 318)

Human-machine collaborative intelligence

Al was borne of attempts to simulate and mechanize human
thought processes (Turing, 1950), and has existed in an
uneasy relationship with them ever since. Interestingly, while
we are used to reading about dramatic Al successes (ranging
from defeating humans in games to reading retinal scans
more accurately than humans), the limitations of current

Al approaches are becoming increasingly clear (Mitchell,
2019). In fact, while Al has been good at processes that can
be challenging for humans (such as pattern discovery and
statistical reasoning), it remains weak at other processes that
are relatively easy for humans (such as self-directed learning,
common sense, and value judgements). This is known as
Moravec’s paradox:

It is comparatively easy to make computers exhibit adult

level performance on intelligence tests or playing

checkers, and difficult or impossible to give them the skills
of a one-year-old when it comes to perception and mobility.
(Moravec, 1988, p. 15)

In addition, as we have noted, the critical importance of
humans to Al successes is often glossed over. Most of the
time, humans are required to frame the problem; formulate
the questions; select, clean and label the data; design or
choose the algorithms; decide how the pieces fit together;
draw conclusions and make judgments according to values;
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and much more besides. Accordingly, although many tasks
are likely to be automatable, there are still key roles for
humans to play, for which we need to be properly prepared
(Holmes et al., 2019).

In fact, the increasingly complex and nuanced relationship
between humans and Al has led to calls for Al to be re-configured
and re-branded as‘augmented intelligence’ (Zheng, 2017).

For example, while computers can now easily beat humans at
chess, computers and humans working together appear to be
stronger than either working alone. In competitions, amateur

chess players using Al have been able to beat computers

and grandmasters alike (Brynjolfsson and McAfee, 2014). This
approach involves using Al to enhance, rather than usurp,
human capabilities. Shifting to augmented intelligence leads to
an emphasis on developing Al technologies that complement
and expand human cognition, suggests ways that humans and
Al might work together more effectively, queries how tasks
should be divided between humans and machines, and raises
the tantalizing possibility that the world’s problems might be
addressed by means of a judicious mix of artificial and collective
intelligence (Mulgan, 2018).

The Fourth Industrial Revolution and impact of Al on employment

Al'is said to be a key enabler of the Fourth Industrial
Revolution (Industry 4.0):

Of the many diverse and fascinating challenges we face

today, the most intense and important is how to

understand and shape the new technology revolution,
which entails nothing less than a transformation of humankind.
(Schwab, 2017, p. 1)

Industry 4.0 technologies include 3D printing,
autonomous vehicles, biotechnology, nanotechnology,
quantum computing, robotics, and the Internet of
Things, all of which are underpinned by Al. In fact, Al

is already ubiquitous in the modern workplace - from
manufacturing to banking, construction to transport,
and beyond - which has implications that require a
system-wide response. Inevitably, there will be increases
in both unemployment and new occupations. A recent
global estimate suggests that 30% of work activities
could be automated by 2030. Up to 375 million workers
worldwide could be affected. Both blue-collar workers
and white-collar employees will be impacted, and it is not
necessarily the former who will bear the brunt:

The jobs that Al can easily replicate and replace are those
that require recently evolved skills like logic and algebra.
They tend to be middle-income jobs. Conversely, the jobs
that Al cannot easily replicate are those that rely on the deeply
evolved skills like mobility and perception. They tend to be lower-
income jobs. Hence, Al is hollowing out middle-income jobs and
maintaining lots of lower-income jobs.
(Joshi, 2017 © Courtesy of Guardian News & Media Ltd)
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Meanwhile, however, Al and other frontier technologies are
increasing the range of high-skill jobs that require unique creative
and analytical abilities and human interactions. In short, many
workers'jobs might disappear, and they will need to develop new
skill sets — upskilling or reskilling - to enable them to enter the
new occupations made possible by Al. Education ministries and
training providers need to anticipate these changes, equipping
today’s workers and preparing new generations with the
necessary technical and social job skills, to smooth the transition
to a world dominated by Al, while ensuring social sustainability.

In fact, many national agencies across the world have begun
to develop strategic plans to address the future of Al. For
example, in the United States of America, the National Artificial
Intelligence Research and Development Strategic Plan
(National Science and Technology Council, 2016) promotes
long-term investment and research in a range of theoretical
and practical Al approaches. These include data analytics,

Al perception, theoretical limitations, artificial general
intelligence, scalable Al, Al-driven humanoid robotics, human-
aware Al, and human augmentation. In 2017, the Chinese
Government announced its Next Generation of Artificial
Intelligence Development Plan (Government of the People’s
Republic of China, 2017). Again, this focused on an array of
theoretical and practical Al approaches, including big-data-
based intelligence, cross-media intelligence, human-machine
hybrid augmented intelligence, collective intelligence,
autonomous intelligence, advanced machine learning,
brain-inspired intelligence, and quantum intelligence. Most
importantly, both plans emphasize the potential of seamless
interactions between humans and Al systems, and both aim to
help realize Al's potential social and economic benefits while
minimizing the negative impacts.
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3. Understanding Al and education:

Emerging practices and benefit-risk assessment

The introduction of Al into educational contexts may be traced
to the 1970s. At that time, researchers were interested in

seeing how computers might substitute for one-to-one human
tutoring, which is thought to be the most effective approach to
teaching but is unavailable to most people (Bloom, 1984). Early
efforts used rule-based Al techniques to automatically adapt or
personalize the learning to each individual learner (Carbonell,
1970; Self, 1974). Since those beginnings, the application of Al
in education has developed in multiple directions, beginning
with student-facing Al (tools designed to support learning

and assessment) to also include teacher-facing Al (designed to
support teaching) and system-facing Al (designed to support

the management of educational institutions) (Baker et al., 2019).

In fact, the interaction between Al and education goes further,
beyond the application of Al within classrooms (i.e. learning
with Al) to teaching its techniques (i.e. learning about Al) and
preparing citizens to live in the Al era (i.e. learning for human-Al
collaboration). The introduction of Al into education also shines
a spotlight on issues of pedagogy, organizational structures,
access, ethics, equity, and sustainability - in order to automate
something, you first need to thoroughly understand it.

Furthermore, if the potential of Al to support education

for sustainable development is to be fully realized, all of

the possible benefits of the tools need to be identified and
leveraged, and the risks acknowledged and mitigated. As a
consequence, the ways in which education is organized also
need to be continuously reviewed, which might suggest

a fundamental reshaping of education’s core foundations,
towards the central aim of addressing SDG 4. We also need

to question what the introduction of Al into education might
achieve: What are the real benefits Al might bring? How do we

ensure that Al meets real needs, and is not just the latest EdTech
fad? What should we allow Al to do?

To fully unleash the opportunities and mitigate the potential
risks, system-wide responses to the following key policy
questions are needed:
1. How can Al be leveraged to enhance education?
2. How can we ensure the ethical, inclusive and equitable use
of Alin education?
3. How can education prepare humans to live and work
with AI?

To help education systems respond to these complex
challenges, UNESCO, in cooperation with the Chinese
Government, organized the International Conference on
Artificial Intelligence and Education in Beijing (2019) under
the theme ‘Planning Education in the Al Era: Lead the Leap Its
participants included more than 50 government ministers and
vice-ministers, and around 500 international representatives
from more than 100 Member States, United Nations agencies,
academic institutions, civil society and private sector
organizations. They examined the system-wide impacts of Al
in the context of 'SDG 4 - Education 2030 and the Future of
Education Beyond 2030' The key outcome of the conference was
the ‘Beijing Consensus on Al and Education’ (UNESCO, 2019a)
which provides a common understanding of key issues and
policy recommendations relating to the three aforementioned
policy questions. The main recommendations made in the
Beijing Consensus are referenced throughout this publication.

The remainder of this chapter will review the main trends
and issues affecting Al in education, as well as the benefit-risk
dichotomy and implications for policy responses.

2.1 How can Al be leveraged to enhance education?

Over the past decade, the use of Al tools to support or enhance
learning has grown exponentially (Holmes et al., 2019). This

has only increased following the COVID-19 school closures.
However, evidence remains scarce on how Al can improve
learning outcomes and whether it can help learning scientists
and practitioners to better understand how effective learning
happens (Zawacki-Richter et al., 2019).

Many of the claims of the revolutionary potential of Al in
education are based on conjecture, speculation, and
optimism. (Nemorin, 2021)

Furthermore, we have yet to explore Al's poten