
n 1956, Professor Simon,
Allen Newell,  and Cliff
S h a w  d e v e l o p e d  w h a t  
w a s  p r o b a b l y  t h e  f i r s t  
list-processing computer
language. These three pio-
neers based their research
on the assertion that artifi-
cial intelligence should
borrow from psychology,
and psychology from artifi-

cial intelligence. With Newell and Alan Perlis, Profes-
sor Simon founded the Department of Computer 
Science at the Carnegie Institute of Technology in
1965. He won the A. M. Turing Award for outstanding
contributions in computer science in 1975, the Nobel
Prize in Economics in 1978, and the National Medal 
of Science in 1986. In 1994, he became one of only
fourteen foreign scientists ever to have been inducted
into the Chinese Academy of Sciences. His other
awards and honors are extensive.

Two events stand out in my memory when I think
about Herb Simon. The first is the Royal Swedish
Academy of Sciences’ announcement that he had 
won the Nobel Prize. In the press release, the selec-
tion committee noted: “Simon’s scientific output 
goes far beyond the disciplines in which he has held
professorships—political science, administration,
psychology and information sciences. He has made
contributions in, among other fields, science theory,
applied mathematical statistics, operations analysis,
economics, and business administration. In all areas
in which he has conducted research, Simon has had
something of importance to say; and, as a rule, he 
has developed his ideas to such an extent that it has
been possible to use them as a basis for empirical
studies.”1

The second event is a much more personal recol-
lection. In 1966, I was a graduate student at the
Carnegie Institute of Technology, studying computer
science and operations research and taking advantage
of opportunities to interact with Professor Simon.
One of his earlier papers made a strong impression on
me. In 1957, Professor Simon had presented this paper
at the banquet of the Twelfth National Meeting of the
Operations Research Society of America. He made
several predictions about how computers would soon
solve ever-more-complex and ill-structured prob-
lems using heuristic methods. One of his forecasts

was the following: “Within ten years a computer will
be the world’s chess champion, unless the rules bar it
from competition.”2 After struggling with difficult but
primitive exercises in heuristic programming, and
noting that his ten years had almost passed, the brash
young graduate student in me asked Professor Simon
the following question in a public seminar: “The time-
frame you predicted in 1957 is almost over, and com-
puters still do not play very good chess. Were you
wrong in the length of time, or in your basic assertion
that ‘there are now in the world machines that think,
that learn, and that create’?” His kind but firm answer
had a major impact on my professional career.
Though not verbatim, it went something like this: “It
is currently in vogue for some people to spend a great
deal of time trying to prove what computers cannot
do. Since we are at the very early stages of a revolution,
it is much more productive to work hard on finding
interesting, complex, and useful problems that com-
puters can solve. You should devote your efforts to
solving such problems and stop worrying about what
computers can’t do.”

In May 1997, an IBM parallel supercomputer, Deep
Blue, defeated World Chess Champion Garry Kas-
parov in six games. In an interview shortly after the
match, Professor Simon noted that Kasparov’s well-
publicized unhappiness about Deep Blue’s play was
adding fuel to the unproductive hysteria about
whether computers threaten humans. He noted that it
would be better to count the match as a victory for
everybody in the advancement of the understanding
of human intelligence.3

If you are interested in learning more about Herb
Simon, I recommend reading his autobiography4 or
visiting his faculty Web site at Carnegie Mellon.5e
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The Steam Engine and the Computer 

Revolutionary
Technology 

Makes
What

By Herbert A. Simon

It may seem absurdly anachronistic to be 
re f l e c t i n g  ab o u t  t h e  ste a m  e n g i n e  i n  a  
conference devoted to the role of computers 
in higher education. But it’s often been said
that computers have triggered a second 
industrial revolution, so perhaps there are
some lessons to be learned from the First 
Industrial  Revolution, the one that was 
triggered by the steam engine—lessons that
might have some bearing on what we can and
should do with computers and on what 
computers might do to and for us. ©
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This article was orig-
inally published in
EDUCOM Bulletin 22,
no. 1 (spring 1987): 2–5.



I’ve already alluded to one lesson to
be drawn from all of this, and that is the
lesson of unpredictability. There are no
crystal balls that can tell us what the con-
sequences of a fundamental technologi-
cal change are going to be. A genealogical
chart of the First Industrial Revolution
would encompass about six generations.
Parents all come to understand the im-
possibility of foretelling how their chil-
dren are going to turn out; how much
more futile it would be for them to try to
imagine what their great-great-great-
great-grandchildren will be like.

A second lesson, also alluded to, is
the extent to which the ramifications of
any one technological change depend
upon the stimulation it provides to
other inventions, and the links that are
made from it to inventions that may be
independent of it, as steam was linked
to electricity.

A third lesson is the importance of
what we might call “education by im-
mersion.” Most Americans, after all, did
not learn to drive automobiles in driver-
education classes. Instead, they learned
to drive because there was a Model T on
the farm, or maybe a tractor, and there
was something or someone that had to
be moved from here to there—so they
got in their cars and figured out what all
those levers and pedals did, and they
also learned, out of necessity, how to
take the car apart and put it together
again. None of this was planned ahead
of time; nobody sat down and figured
out the kinds of courses that would be
needed in order to teach people how to
use these new contraptions. We edu-
cated ourselves about them because we
had to, and it was easy to do because
they were all around us.

A final lesson to be drawn from this
history is the lesson of generality. In the
last analysis, the reason that the steam
engine and the associated inventions
proved to be revolutionary is that they
didn’t do anything specifically. Rather,
they allowed us to move in innumerable
directions. They replaced and aug-
mented human and other forms of ani-
mal muscle by the muscle of engines,
thereby completely transforming the
nature of that major input into every-
thing we produce—energy. No single-
purpose device is going to bring about a

revolution, however convenient or use-
ful it may be. Revolutionary signifi-
cance lies in generality.

Potential of the Computer
How are these lessons applicable today?
If we were to make a genealogical chart
for the second industrial revolution, it
would of course be far less elaborate
than the one for the first, because com-
puters have been around for only about
40 years. Though there have already
been a number of derivative inventions,
most of them are still fairly closely 
related to the original conception of the
computer whether it  is  solid-state 
hardware, time sharing (now almost
outmoded), higher-level languages, or
methods of non-numerical computa-
tion of various sorts, primarily means of
making the computer faster and more
powerful. At most, there have been two
generations so far. It is true that people
in the hardware business like to say that
they are now in the fifth generation, but
that’s a little like asking us to accept
child marriage. I think it’s more accurate
to say we’re now in the third generation,
and even that one is at most in its 
adolescence.

This third generation is identified by
several elements. One is the appearance
of minicomputers and microcomput-
ers. Their significance is not in the op-
portunity they give us to play games at
home or to keep the family accounts,
but in the fact that they open up the
possibility of computer education by
immersion. Today, for the first time, we
can say that a very large proportion of
the American population has had
hands-on exposure to a computer (and
the event is recent enough to be still
very vivid in the minds of most of us).
Another element is the development of
computer graphics and of new kinds of
workstations. Still another is computer-
aided instruction. Of course, computer-
aided instruction has been around in
some form for almost as long as com-
puters have been. We have had an in-
structional management game in opera-
tion at the business school of Carnegie
Mellon University since at least 1960.
Nevertheless, computer-aided instruc-
tion is still rather primitive and has had
only a very modest effect on the way 
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The First Industrial Revolution
We think of revolutions as being sud-
den events, producing far-reaching
changes in a very short period of time.
But the revolution launched by the
steam engine took, by any reasonable
account, 150 years. The invention that
started it was Thomas Newcomen’s “at-
mospheric” steam engine, which ap-
peared in about 1711. Newcomen devel-
oped his engine primarily because his
coal mines were being flooded and he
needed more powerful pumps than
were currently available to get the water
out of the mines. James Watt made some
important improvements on the engine
in 1769, in the course of trying to repair
one of Newcomen’s engines. Two gener-
ations had already gone by, and one
could hardly speak of a revolution yet.
The aims and aspirations of these “revo-
lutionaries” were distinctly limited.

In order for the steam engine to pro-
duce genuinely revolutionary change,
there had to be a whole series of subse-
quent inventions, none of which were—
or could have been—contemplated by
its originators, and these took still an-
other generation, reaching well into the
19th century. The steam engine was
adapted for use in transportation, giving
us the steamboat and the steam locomo-
tive, and in industry, the power loom.
Perhaps even more important were a
number of complementary inventions
that were initially quite independent of
the steam engine but that were har-
nessed to it to produce further changes.
The most notable of these was the dy-
namo, which used the steam engine to
generate electricity. (To convince you of
how long this revolution took, let me re-
mind you that there were many rural
areas in the United States that didn’t
have electricity until about 50 years
ago.) Then there was another series of
what it is fair to call “derivative” inven-
tions—the internal combustion engine,
the automobile, the electric light bulb,
the airplane, the telephone. The point is
that when technology reshapes society,
it is not the result of a single invention
but of a host of additional, completely
unanticipated inventions, many of them
of the same order of magnitude as the
first one in the chain.

Conversely, what we sometimes call

technological change actually perme-
ates society, affecting it in far more than
merely “technological” ways. Before the
automobile, one of the most important
skills of a physician, certainly the one he
used the most, was the skill of driving a
horse. For a while, that was replaced by
the less-time-consuming activity of driv-
ing an automobile. Now, physicians
don’t even have to do that; their patients
come to them. We don’t ordinarily think
of the steam engine as changing medical
practice, yet it did; it certainly altered
the physician’s time budget. The cre-
ation of the suburbs is another example.
And—though again it seems surprising
at first—one of the largest migrations in
human history was brought about by air
conditioning, which transformed what
many people thought of as uninhabit-
able parts of our country into the very
attractive sunbelt. The invention of air
conditioning is usually dated at about
1911, and no one at that time could have
anticipated that, as a result of it, a large
part of the American population was
going to move from one part of the
country to another. As one more exam-
ple, the burning of coal to produce
steam for the generation of electricity
had a number of adverse consequences,
leading us to look for other fuels that
could be used for the purpose. As a re-
sult, we opened that Pandora’s box
known as nuclear power.
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“Over the course of

his lifetime, Herb

Simon helped 

create and shape the fields of 

artificial intelligence, computer

science, operations research, and

cognitive psychology. To be 

an expert in just one field is a

worthy aspiration. But to 

successfully become an expert

across many is what defined Herb

Simon as truly remarkable. Yet

despite his breadth and depth of

experience across many technical

fields, Herb never forgot the

human element in his quest for

advancing technology, always

considering first and foremost

how people think and what they

do before he would begin his

careful consideration of whether

technology might be able to help

them, and how. Undoubtedly,

Carnegie Mellon owes much of

its success today as an innovative

research institution not only to

Herb’s work in these many fields

but also to his recognition of the

importance of multidisciplinary

exploration and research. From

being a founding faculty member

of our Graduate School of

Industrial Administration to

helping to establish our School 

of Computer Science, he had a

monumental impact on our 

campus. It has been an honor 

to have worked at the same 

university where Herb Simon

spent a lifetime as a scholar.”

—Tracy Futhey, Vice Provost for Computing
Services, Carnegie Mellon University
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education takes place in this country or
anywhere else. Robotics, expert sys-
tems, and cognitive science are also part
of the third generation of the second in-
dustrial revolution. And finally, com-
puters are beginning to form links with
other parts of technology, in particular
with our systems of communications
and information transfer. Networking is
one example of this—the creation of a
system in which computers no longer
stand alone but can talk not only to us as
individuals, but also to each other, in a
great variety of ways.

Surely, the second industrial revolu-
tion is just as unpredictable as the first
one was—and the second has barely
begun. We are closer in time to the first
computer than James War t was to
Thomas Newcomen. There is a lot of
solemn talk about what computers can’t
do—there’s even a book by that name1—
but that’s not a very interesting subject.
Computers today are doing a lot of
things they were “known” to be unable
to do a while ago, and what they can’t do
today they may very well be doing to-
morrow. (The author of that book has al-
ready had to get out several revised edi-
tions.) Besides, our task is not to decide
what computers can’t do but to look
ahead for the very short distance that we
are capable of and to think about what
we can get computers to do, what we
would like them to do that they can’t do
right now. Each year we see more im-
pressive computer systems for handling
natural language. Still, most of them are
limited to particular domains of dis-
course. I know of no computer program
today that can enter into a general con-
versation with you about anything you
want to bring up. There is plenty of
room for developments of that kind
without worrying about whether there
are ultimately some things that comput-
ers will never be able to do.

It  is  sometimes said,  by way of
d e m o n s t rat i n g  t h e  s u p e r i o r it y  o f
human beings, that computers cannot
be imprecise, even when the situation
demands imprecision. I’m not sure that
this is a shortcoming—how much have
humans really gained from their ability
to be imprecise?—but anyone who has
had much experience with computers is
not likely to believe that they cannot be

imprecise. More and more, we are using
computers in tasks where the exact
course of action is not determinate at
each moment. A problem solving pro-
gram, an expert system, is an organized
but highly flexible way of making sure
of information that is incomplete and
imperfect and that comes to it in a vari-
ety of forms and sequences. A capability
for imprecision no longer marks the
boundary between what computers can
and cannot do.

Human beings are also said to pos-
sess “intuition.” That’s a term we use
when someone looks at a problem and
doesn’t at first know the answer, but a
minute or two or even just a few seconds
later, does know the answer, and knows
it without any awareness of the process
by which the answer was found. When
we see someone coming down the
street, we may not know who it is at first,
but if it’s a friend we are likely to know it
long before we know how we knew it.
But if that’s what intuition is, then it can
be said that computers have it, too. An
important part of the anatomy of an ex-
pert system is a database, indexed by a
set of cues that the system can recog-
nize. When one of those cues appears,
t h e  s y s te m  r e t r i e v e s  r e l e va n t  i n -
formation from its database. A medical
diagnosis system, for example, can be
presented with a few symptoms, and it
will “intuit” what the ailment is. Of
course, like any prudent diagnostician,
it doesn’t entirely trust its intuition, so it
goes on to request that certain tests be
made, and with the additional informa-
tion, it confirms or refines or alters the
diagnosis. Unless we deliberately want
to make a mystique out of human think-
ing, and sometimes it seems that we do
because it makes us feel better about
ourselves, we have to conclude that
what’s going on in such a system is ex-
actly what we call intuition when a
human being does it. Once again, the
supposed contrast between what peo-
ple can do and what computers can do
doesn’t fit the facts of computation in
the modern world.

When we’re especially impressed by
an intuition, we are apt to call it “in-
sight,” and beyond that we begin to talk
about “creativity.” Here too, however,
there are computer programs that can

do things that would be regarded as “in-
sightful” and “creative” if they were
done by humans. Theorems in mathe-
matics and logic have been discovered
and proved by computers unaided by
human hands or minds. Some of my as-
sociates and I have been working for six
or eight years on a program that we call
BACON. We have given it, for example,
the data that Kepler had available to him
at the time he made his discovery of the
third law of planetary motion or that
Joseph Black had available when he
proposed his theory of specific heat,
and we found that the program is able to
rediscover the law or the theory.2 We
can conclude that we don’t have to pos-
tulate any kind of mysterious processes,
any kind of fundamentally unknown—
much less unknowable—processes to
account for what in humans we like to
call creativity. Hence, we can’t establish
the creative process as an Iron Curtain
that limits what computers can do.

Computing by Immersion
The first computer we acquired at
Carnegie Mellon was an IBM 650. When
we got it, in about 1958, we didn’t have
any idea what we were going to do with
it. The electrical engineers didn’t want
to be associated with it because they
were afraid they would have to maintain
it; the mathematicians didn’t want to be
associated with it because it seemed 
beneath their dignity. So we put it in 
the basement of the business school,
but we were very careful not to put a
lock on the door. What happened was
that the students swarmed all over 
it, just as previous generations had
swarmed over the Model T. It  was 
then that the faculty began to learn
ab out it ,  to  save themselves from 
embarrassment. What was happening
was education by immersion.

The same phenomenon could be
seen in industry. In those early days, a
business executive would decide that
his company ought to have a computer,
often merely because one of his col-
leagues at another company had just
gotten one and he wanted to be pro-
gressive and up-to-date. On occasion, I
was called in to advise in such situa-
tions, and my advice was usually, “Be-
fore you buy a computer, decide what

you intend to do with it, and then plan
your installation around those intended
uses.” That was terrible advice, and I
probably ought to return the fees I got
for giving it. Fortunately, my advice
often wasn’t taken, because the motiva-
tion for getting the computer was not to
use it but just to have it. But then it ar-
rived, and when I observed what hap-
pened afterward, I realized that the best
advice was, in fact, just to have one
around, for that’s the only way a com-
pany or a university, or anybody else, is
going to learn what to do with it. You
have to make friends with it, talk to it, 
let it talk to you. Hit the keys and see
what happens. The computer will tell
you about itself, and it tells you proba-
bly better than the instruction book.
Immerse yourself in the technology. I
don’t mean we shouldn’t have classes
about computers—after all, I work for a
university—but they are not going to be
the major educational force. One of 
the most impressive things about a 
computer is its capacity, by virtue of 
its power and the flexibility of its 
responses, to be its own instructional
device.

Besides helping us learn about them-
selves, computers can play a role in
helping us learn about other things as
well. On that subject, I bring to your at-
tention a very informative and thought-
ful article by President Bok of Harvard
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“Most people think of

Herb Simon as a 

scientist. They are right—he 

had an extraordinary mind that

seemed to immediately penetrate

to the core of a question and
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technical institute into a 
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Herb taught me that good

strategy is never captive to the

environment—good strategy can

transform the environment.” 

—Douglas E. Van Houweling, President 
& CEO, University Corporation for 
Advanced Internet Development (UCAID)
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in a recent issue of the EDUCOM Bul-
letin.3 Among its other virtues, it is mer-
cifully free—or almost so—of smug re-
marks about what computers can’t do.
We are indeed a long way from knowing
what they can do for education. In our
university, we certainly don’t have a de-
tailed blueprint for what our campus is
going to look like with a network, or
with all the things a network will bring
about. We are engaged in an explora-
tion, an adventure.

At Carnegie Mellon today, we have a
computerized campus mail system. It’s a
great convenience, and I think students
find it so, too. I’m much more accessible
to them now than I was ever able to be
before. They can write me a note, with-
out having to go through a secretary, and
what’s more, I often answer it, and
promptly, because it’s so easy to do. A
fair amount of my correspondence is
conducted that way now. It has obvious
advantages even over the telephone, be-
cause you don’t have to be there when
the call is made, and the sender doesn’t
have to be there when you return the
call, so information is actually trans-
ferred more quickly than is often possi-
ble by phone. That’s the kind of modest
change computers have brought so far
to our campus. Change of this kind is
hardly revolutionary.

A Revolution in Education?
Before the computer and all the asso-
ciated devices can have any great im-
pact on the educational system, there
have to be major developments in our
understanding of what the educational
process is. Up to now, particularly at
the university level, we have operated
on what I call the “infection theory” of
learning. This theory holds that if you
assemble a large number of people in a
room and spray a large number of
words at them, some of those words
will be infectious and will stick with
some of those people and perhaps af-
fect their future behavior. (Another
form of the theory is that people are
infected if they spray themselves with
words from a large number of pages of
print.)

A different theory might be called
the “Mr. Chips” theory, according to
which students learn by being treated
with tender loving care. But, while ten-
der loving care may be as important for
students as it is for patients in a hospital,
it is no more adequate as a theory of
learning than it is as a theory of curing
disease. The “Mark Hopkins and a log”
theory is a variant of the Mr. Chips the-
ory, a peculiarly useless one in view of
the fact that we wouldn’t have enough
logs to accommodate 6,000 students—

and Carnegie Mellon is far from being a
large university.

Technology has helped to implement
the infection theory in a modest sort of
way. It has provided the means for
broadcasting the words, using micro-
phones and loudspeakers or head-
phones, and for putting the professors
on film. (Sometimes I think that it’s only
the economic self-interest of professors
that demands that they be there live at
all.) Though some people believe that
technology actually interferes with Mr.
Chip’s ministrations, I think the con-
trary is true, as I’ve already suggested in
describing our campus mail system. The
idea that having a lot of screens and
boxes around makes human beings less
interested in talking to each other, or
doing all the other kinds of things that
human beings do, just isn’t borne out by
the facts. At Carnegie Mellon, the Com-
puter Science Department has been sat-
urated with networked computers for a
dozen years, yet it is the most social and
sociable department on campus, both at
work and at play.

On the other hand, an improved
technology of infection still does not
amount to a revolution in education. If
computers are to have real educational
significance, there will have to be a
major advance in what’s now called 
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“‘A s much as

any one

person,

Herbert A. Simon has

shaped the intellectual

agenda of the human 

and social sciences in the

second half of the 20th

century,’ asserted Sherry

Turkle of MIT in her New

York Times review of Simon’s

1991 autobiography, Models

of My Life. Simon’s lodestar

insight—that individual

and organizational 

rationality are bounded—is

ironic given the seemingly

limitless extent of his 

contributions to social 

science and computer 

science, as well as his

belief in the power of 

computers as research and

teaching tools. (Bounded

rationality might, however,

be a good starting point 

for understanding many

institutions’ experiences

with ERP systems!)

In 1980 Richard Van

Horn, then Vice President

for Management at Carnegie

Mellon University,

electrified the EDUCOM

annual conference with

the pronouncement that

CMU envisioned a 

campus with a computer

for every student and 

faculty member. In the

past twenty years, no other

university has been more

important than CMU to

our understanding of 

computers and networks

in the fabric of higher 

education. It is, of course, 

no coincidence that CMU

was Professor Simon’s home

base for fifty-one years, that

the campus-wide IT vision

of networked work-

stations was inspired by 

his computer science

department, that the 

university’s president 

during the “IT vision” years

was his organizational

behavior coauthor,

Richard Cyert, and that

commitment to—and

assessment of—teaching

and learning have 

been hallmarks of the 

university’s IT agenda.” 

—Dan Updegrove, Vice President
for Information Technology,
University of Texas at Austin



be used for good or ill. Prometheus
brought us indispensable knowledge,
while Pandora brought us mischievous
knowledge. Yet, without denying all the
problems that we face in contemporary
society, some of which are admittedly an
outgrowth of our knowledge, I think
that most of us would rather be living in
the 20th century than in the 13th. Tech-
nological revolutions are not something
that “happen” to us. We make them, and
we make them for better or for worse.
Our task is not to peer into the future to
see what computers will bring us, but to

shape the future that we want to have—a
future that will create new possibilities
for human learning, including, perhaps
most important of all, new possibilities
for learning to understand ourselves. e
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cognitive science. We must gain a much
deeper understanding of what it is that 
a student learns, what it is that a student
should learn in order to become capa-
ble of exercising particular skills, and
how that learning comes about. The
theory we need does not so much con-
cern the electronics we have available as
it does the human component in the
system that does our thinking and our
learning. A good deal of progress has
been made toward that theory, or at least
its foundations, in the past 30 years.
Now we are just getting to the point
where  researchers are beginning seri-
ously to apply it to actual educational 
procedures.

It seems equally obvious to me that
computers will not revolutionize edu-
cation until there are massive changes in
the organizational and administrative
structure of the educational system as
well. There must first of all be a redefi-
nition of the teacher’s role. Perhaps we’ll
never reach the point of having a com-
pletely professor-free university, but at
least the professors will have to aban-

don the theory of infection. Secondly,
we have to develop new conceptions of
the production and marketing of soft-
ware. There is no more sense in having
each university prepare all its own in-
structional programs than there would
have been in having each one publish its
own textbooks. In general, for every
megabuck we spend in hardware and
systems software, we will need to spend
another megabuck for research on ef-
fective learning and development of
modern learning environments in the
schools.

By way of conclusion, let me say that,
as I hope the examples of the steam en-
gine and the computer make clear, new
technology is simply new knowledge;
and as such, it resides not in machines
but in the human brains that invent
them, develop them, and use them.
Even though the machines can help us
learn about their characteristics by our
use of them, still, in the last analysis, we
have to think about technology in terms
of human knowledge.

Knowledge confers capabilities, but
capabilities, like knowledge itself, can
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Our 
task is not to 
peer into the 
future to see

what computers 
will bring us, 
but to shape 

the future 
that we want 

to have.


